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A b s t r a c t  In this paper we propose a novel method for building animation model of real human body from 
surface scanned data. The human model is represented by a tr iangular mesh and described as a layered geometric 
model. The model consists of two layers: the control skeleton generating body animation from motion capture 
data,  and the simplified surface model providing an efficient representation of the skin surface shape. The 
skeleton is generated automatically from surface scanned da ta  using the feature extraction, and then-a point-to- 
line mapping is used to map the surface model onto the underlying skeleton. The resulting model enables real-time 
and smooth animation by manipulation of the skeleton while maintaining the surface detail. Compared with earlier 
approach, the principal advantages of our approach are the automated generation of body control skeletons from 
the scanned da ta  for real-time animation, and the automat ic  mapping and animation of the captured human 
surface shape. The human model constructed in this work can be used for applications of ergonomic design, 
garment CAD, real-time simulating humans in virtual  reality environment and so on. 

K e y w o r d s  human body modeling, 3D reconstruction, animation, real-time, deformation 

1 I n t r o d u c t i o n  

Crea t i ng  v i r tua l  h u m a n  b o d y  wi th  phys ica l  real-  
i sm is one of the  most  d e m a n d i n g  tasks  in the  fields 
of human modeling and animation. Such models 
are of increasing importance in a number of appli- 
cation areas, in particular, ergonomic design, cloth- 
ing industry, medical research and virtual reality. 
However, convincingly modeling human shape, ap- 
pearance and motion is very difficult. 

In general, surface is the most expressive and 
important section in geometric modeling of human 
body. In recent years, high quality 3D models 
of real human body can be obtained from some 
commercial systems [1], based on the surface mea- 
surement techniques, such as laser scanning and 
stereo photogrammetry. Nowadays high resolu- 
tion scanners are capable of acquiring I00,000 to 
500,000 coordinate data points for shape measure- 
ment. Surface reconstruction results in an unstruc- 
tared polygonal mesh representation of the sur- 
face. This is a highly inefficient representation, as 
smooth surface is modeled at the same resolution 
as smooth detail regions. A number of mesh opti- 
mization algorithms have been proposed to process 
the redundant meshes obtained from surface recon- 

s t ruc t ion  [2-4]. The  objec t ive  of  these a lgor i thms  
is to a u toma t i c a l l y  reduce the  number  of po lygons  
while ma in ta in ing  an accura te  and  real is t ic  repre-  
senta t ion .  Wang  et a/. [5] p re sen ted  a f ea tu re -based  
mesh  genera t ion  a lgor i thm to cons t ruc t  the  mesh  
surface of a h u m a n  model  from a poin t  cloud. T h e  
whole sys tem is based  on fuzzy logic concept .  Al-  
t h o u g h  they  are sufficient for s t a t i c  h u m a n  model ,  
the  surface d a t a  conta in  no s t ruc tu re  for an ima-  
t ion.  

Realistic animation of 3D human body model 
typically involves two main aspects: realistic mo- 
tion and smooth deformation of the body. Models 
used in the majority of motion control researches 
are skeleton based E6]. A variety of approaches have 
been proposed for deformable animation of articu- 
lated bodies, such as metaballs [71, free-form defor- 
mations (FFD) [81, implicit surfaces, hierarchical B- 
splines [9], physics-based deformable models [I~ and 
pose space deformation [6]. It must be pointed out 
that all of these techn!ques aim at creating and an- 
imating synthetic computer-generated characters. 
None of these attempts have produced a highly re- 
alistic body shape for a specific person. The issue 
of efficient and realistic deformation of a polygo- 
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nal model with an internal skeleton is addressed 
in many CG and game packages [m]. But users are 
usually required to enter data at the vertex level to 
map characters to the bones manually. 

Using a layered construction approach to build 
animated synthetic models has been addressed by 
many researchers. Sun et al.lr'-] constructed a lay- 
ered model to animate the scanned human body. 
Their  model consists of three layers: a skele- 
ton, a low resolution control model and a high 
resolution surface model. Since multilayer maps 
are concerned, their algorithm is very much time- 
consuming. Brett  et a/. [la] presented an example- 
based method for calculating skeleton-driven body 
deformations. The detailed deformations are rep- 
resented as displacements from a postural subdivi- 
sion surface template, and holes are filled snmothly 
within the displacement maps. However, in their 
method, the scanned data of human body in a va- 
riety of poses have to be supplied. The efficient and 
realistic animation of captured data is still an open 
problem. 
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Fig.1. System frame overview. 

The goal of our research is to enable reconstruc- 
tion of the  human body model suitable for anima- 
tion from the scanned data realistically and effi- 
ciently. In this paper, the human model is rep- 
resented by a triangular mesh and described as a 

layered model. Our model consists of two layers: 
the skeleton model providing animation from key- 
frame or motion capture data; and the simplified 
mesh surface model providing an efficient represen- 
tation of the skin surface shape and detail. Fig.1 
shows an overview of the system. It includes two 
parts: model construction and layered animation. 
The surface model is constructed from the high 
resolution scanned data, which is obtained from a 
Cyberware laser scanning system 1141 and refined by 
using the techniques of surface reconstruction []5] 
and mesh simplification [16] . We use fully auto- 
matic techniques for segmenting the 3D body scans 
and locating their key landmarks [17]. These surface 
landznarks are close to the joint locations where we 
wish to articulate the model. A robust automatic 
skeleton generation method is presented by mak- 
ing use of the key landmarks, and then a point-to- 
line map technique is applied to generating smooth 
body deformation and real-time animation. Com- 
pared with the earlier methods, the advantages of 
our approach are the automated generation of body 
control skeletons from the scanned data, and the 
automatic mapping for real-time animation of the 
captured human surface shape. 

2 Layered Human Model  Representat ion 

2.1 C o n t r o l  Skeleton Model  

The human body skeleton is formed by 206 
bones attached to each other at joints. In our work, 
we used a simplified model of the human skeleton 
which contains 19 parts connected by 16 joints (in- 
cluding the multiplex joints, see Fig.2). On ac- 
count of the complexity, neither facial animation 
nor hands and feet deformations are considered in 
this paper. The skeleton model has a hierarchi- 
cal structure, which can be represented by a tree, 
where the root is the hip. Each part  of the skeleton 
is regarded as a rigid link, and each joint is assigned 
to three rotational degrees of freedom (DOF). 

We use the three-dimensional coordinate sys- 
tems shown in Fig.2 to describe the position of 
body joints. The position of the whole human body 
is represented by three-dimensional coordinates of 
the hip relative to the world coordinates system. 
On each link, a local coordinate system is put  to 
describe the position of the next link sequentially. 
The origin is set at the joint that connects the link 
with its previous link. The orientation of each link 
is described by the three direction angles in the 
local coordinate system, and the position of each 
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joint is decided by the length and orientation of its 
parent link. 

The initial posture of the body is set as up- 
standing. In order to establish the motion relation 
of links, we describe the position of each link (or 
joint) with a vector, which is represented under the 
corresponding local coordinate system (see Fig.2). 
We assume that  the unit base vector of the world 
coordinate system is expressed as x0, Y0, z0, so the 
base vector system can be represented as: 

[~01 ~ = [~0 v0 ~01. (1) 

Similarly, the base vector of the j - t h  local coor- 
dinate system is represented as: 

[~ ]~  = [~j vj =j] (2) 

where j stands for the index of the local coordinate 
system in the hierarchical structure start ing from 
the root. 

where 
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The matrix for the transformation from local 
coordinates to the world coordinates can be ob- 
tained with the equation: 

J 
Tj = R1 .  R . z . . - R j  = I I R i  (5) 

i=1 
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Fig.2. Skeleton structure, position of joints and coordinate 
systems. 

The position of each joint can be calculated by 
performing a coordinate transformation with Euler 
angular matrices [ls,19] . In this transformation, the 
local coordinate systems are first rotated around 
the  z axis by angle 7, then around y axis by angle 
/3, and around x axis by angle a.  The correspond- 
ing rotat ion matrices around the z, y, x axes are 
respectively represented as Rz(7), Ry(fl), R~(a). 
The rotat ion transformation matrix from the coor- 
dinate system [aj] to [aj-1] can be expressed by: 

R~ = R~(~A.  R~(~j). Rz(~j) (3) 

For a tip point P of right hand, we use the hi- 
erarchical transformation matrices to calculate its 
position relative to the world coordinate system. 
The point P is described by a vector P6 in the lo- 
cal coordinate system, and a set of parent links is 
represented respectively as vectors Ph,P4,'" ,Pt, 
while the position of hip is expressed by vector Po 
in the world coordinate system. As a result, the 
three-dimensional position of the point P in the 
world coordinate system can be described by the 
vector p, which is calculated by the following equa- 
tion: 

6 
P = Po + Z Typj. (6) 

j----1 

With  the method described above, all the pos- 
tures of the body skeleton can be determined by 
giving the position of the hip and the Euler angles 
of each link. 

2 . 2  F e a t u r e  E x t r a c t i o n  a n d  S e g m e n t a t i o n  

In  the surface model construction process, a 
number of assumptions must be valid for it to work. 
In general, these assumptions have something to do 
with the posture of the body. In the axtthropomet- 
ric posture described here, the subject stands with 
the feet in between I0cm and hip width apart ,  and 
arms held slightly away from the body. The aim 
is to keep a few centimeters between the arm and 
torso to aid segmentation. Subjects are scanned in 
a close-fitting underwear to expose the body shape. 
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The Cyberware body scanner data can be con- 
veniently represented as a set of horizontal data  
slices made of 3D vertices. In the absence of 
such a representation one can use octrees to query 
and convert the object body into equivalent slices. 
Dekker and Buxton [1T] described the feature detec- 
tion and segmentation process in detail, and we 
will only briefly review the process here. At a 
high level, pr imary landmarks are detected such 
as the top of the head, torso, neck, left and right 
armpits,  crotch, and the ends of the arms and legs. 
These first landmarks are detected by algorithms 
such as that  designed to locate the armpits  from a 
reentrant surface condition as illustrated in Fig.3. 
The centroid of each horizontal data  slice is calcu- 
lated, and the vertices binned into sectors of an- 
gular width ~, which is related to the number  of 
samples in the slice. The arms can be segmented 
from the torso by detecting the transition slice in- 
dicating the branching point at the armpits.  Sector 
bins will typically contain only a few vertices, but 
when the branching at the armpit occurs, a toler- 
ance can be set to detect the increase in a number 
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Fig.3. Underarm segmentation using reentrant point toler- 
ance criteria. 

(a) (b) 

(a) (b) 

Fig.4. Surface feature extraction. (a) Primary landmarks 
and sub-search areas. (b) Detected surface landmarks on 
the human model. 
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of vertices in a bin. Similarly the neck and crotch 
can be detected by reasoning about  the average dis- 
tance to the centroid from slice to slice, and about  
changes in depth [171. The detected pr imary land- 
marks define sub-search areas on the surface of the 
body scan. In the sub-search areas, a variety of dis- 
criminant functions use local shape characteristics 
like curvature to detect other landmarks,  such as 
shoulder, elbow, wrist, waist, hip, knee and ankle 
(see Fig.4). 

2.3 M e s h  S i m p l i f i c a t i o n  

As the scanned human models are composed of 
millions of vertices and triangles, applying defor- 
mat ion approach directly to all vertices of the orig- 
inal model is computat ional ly unfeasible for real- 
t ime animation rates. To overcome these difficul- 
ties, we used the simplification method of Oliveira 
and Buxton [16]. In particular,  since this method 
uses automatic  edge orientation constraints to en- 
sure a global mesh structure suitable for good nor- 
mal interpolation at lower levels of detail, we should 
be able to articulate and animate  crowd scenes that  
require high-quality and low-level detailed render- 
ing of humans, for example, by texture mapping fa- 
cial details and clothing on to our models as in the 
work of Hilton eta/ .  [20]. Fig.5(a) shows the original 
body scan surface (121,723 vertices, 243,442 trian- 
gles), and in Figs.5(b), 5(c), the simplified surface 
is reduced to about  4% of original data  quanti ty 
(4,831 vertices, 9,658 triangles), which can be used 
for real-time animation. 

(c) 

Fig.5. Mesh simplification. (a) Original body scan model 
of 121,732 vertices, 243,442 triangles. (b) Simplified model 
of 4,831 vertices, 9,658 triangles (wire frame). (c) Smooth 
shading model of (b). 

In addition, this simplification method yields a 
robust  and clean approximation to the medial axes 
of the body parts,  which can later be used for find- 
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ing the appropriate joint positions of the skeleton. 
The medial axes approximation consists of a set of 
computed centroid vertices from each slice of the 
high resolution scan (see Fig.6(a)). 

2.4 B u i l d i n g  S k e l e t o n  in S u r f a c e  M o d e l  

Fig.6(b) shows the skeleton generating automat- 
ically from the simplified human model of Fig.5, 
based on the surface key landmarks. 

3 H u m a n  M o d e l  D e f o r m a t i o n  a n d  
A n i m a t i o n  

We use the detected surface landmarks together 
with the axes which are regarded as defining an 
approximate medial axis to find the matching skele- 
ton (Fig.6(a)). The approximate medial axes were 
generated by joining the centroid of all the horizon- 
tal data slices of the model. For each surface land- 
mark (neck, chest, waist, shoulder, elbow, wrist, 
knee and ankle etc.), we compute the distance to 
each vertex in the approximate medial axis, and 
choose the vertex on the approximate medial axis 
with the shortest distance being the correspond- 
ing joint position. Since the model is segmented 
as described in Subsection 2.2, the search on the 
approximate medial axis set for the point that  rep- 
resents the joint corresponding to a surface land- 
mark is reduced to a small quantity of calculations. 

(a) 

/ 
(b) 

Fig.6. Building the skeleton based on landmarks. (a) Sur- 
face landmarks and media[ axis approximation. (b) Result- 
ing skeleton segments and joints position. 

Considering tha t  real human skeletal joints do 
not necessarily lie on the medial axis, the auto- 
matic skeleton generating method described here 
has a certain extent error, but then the influence 
on later animation is slight. Because of the limi- 
tation of this automatic method, some joints, such 
as the upper torso and abdominal joints, are diffi- 
cult to be detected. To comply with the hierarchy 
topology of the human anatomy and the skeleton- 
simplified measurel these joints are determined by 
making use of the ratios of skeleton segments [21]. 

The layered model produced by the aforemen- 
tioned procedures is realistic and faithful to the 
personalized original data  on the whole. However, 
it is a static model representing only a certain pos- 
ture of the human body. In order to deform the 
body surface properly and obtain the realistic and 
efficient animation, we had to establish the rela- 
tionship between the surface model and the skele- 
ton model, and then reconstruct the aurface model 
according to the motion-captured data of rotations 
and translations from the skeleton structure. 

3.1 M a p p i n g  o f  S u r f a c e  M o d e l  t o  S k e l e t o n  

After fitting the skeleton to the surface model, 
we need to divide the surface mesh layer into sev- 
eral parts based on the skeleton, and then map 
the points of the surface into their corresponding 
skeleton segments. The mapping is based on a sin- 
gle posture of the subject. To enable animation 
of the surface model from the skeleton animation, 
the mapping of a point to a skeleton segment is 
parameterized in terms of the joint angles for both 
ends of the segment. In this paper we make use of 
a point-to-line mapping which produces full defor- 
mation (twist, shear, stretch and compression) of 
the segment geometry according to the joint angles. 
This parameterization enables smooth deformation 
of the mesh for chained joint segments without ar- 
tifacts such as thinning and sharp edges. 

The surface model mapping and animation are 
based on the concept of joint  planes. Each joint 
has an associated joint plane, which equally bisects 
the angle of the joint and is orthogonal to the plane 
decided by adjacent joints. The extremities of the 
skeleton are also considered to be joints for the pur- 
poses of this deformation method. Fig.7 illustrates 
the joint planes for a section of the skeleton. For 
the i-th skeleton joint with position o~, the i-th 
joint plane is defined by the local coordinates sys- 
tem based on the positions of adjacent parent and 
child joints, oi-1 and oi+1, so that it bisects the 
joint angle. The local coordinate system [x~, Yi, zi] 
is defined such that the x-axis is normal to the 
plane defined by the joint positions (oi-1, oi, oi+1); 
the y-axis is aligned with the joint plane normal; 
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and the z-axis bisects the angle Zo~-1o~o~+1. The 
unit base vector can be represented as: 

/ Z i = 

(Oi+.l  - -  Oi )  X ( 0  i --  O i - i )  

I1(o +, - o )x o -1)11 

x (o +l - o d  + ( o i - 1  - o i )  x 

x - + ( o r  - x 

Yi = z i  X X i .  

(7) 
It  must be noticed that  the local coordinate sys- 

tems defined here are different from those described 
in Subsection 2.1, which are fixed on the links all 
the time. 

Zi-1 ~i 

-1 
Z i + l  

~ Yi+~ 

Fig.7. Joint  planes and local coordinate systems.  

If  a joint does not have segments on both sides, 
as it will occur at the extremities of the skeleton, 
the joint plane is considered to be orthogonM to 
the single adjacent segment, with x-axis equal to 
the parent-joint axis, defined as follows: 

~gi = X i - - 1 ,  Yi  :-" Oi - -  0 i - - 1 ,  Z i  = Xi  • Yi" 

\ 

Pj ?J Zi Z i+  1 

o j  0 i + 1  

J 

f 

Fig.8. Mapping surface points to a skeleton. 

These joint planes move with the skeleton, al- 
ways bisecting the joint angle whatever joint posi- 
tion and rotation. Each segment will be bounded 
by at least two joint planes, which allows us to 
parameterize the vertices affected by that  segment 
in terms of a local coordinate system based upon 
the joint planes. The problem of calculating which 
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skeleton segment a surface vertex pj  should be 
mapped  to is converted to the problem of deter- 
mining the two joint planes that  the vertex lie in 
between (see Fig.8). After finding which segment a 
vertex should be at tached to, we want to represent 
it in local coordinate system with respect to the 
segment 's  two joint planes. The point can then be 
animated according to the movement of the joint 
planes resulting from skeletal animation. 

As illustrated in Fig.8, we project the point Pi 
parallel to the segment vector (oi+1 - o i )  onto each 
end joint plane, to the project points Pji and Pji+I. 
The normalized vectors rji = (Pji - oi)/l[P~i - oill 
and r j i+ l  = (Pji+l - o i+t) / l lp j i+t  - oi+tl[ in the 
joint planes can be expressed in terms of the corre- 
sponding joint plane coordinate system as follows: 

= cos(0j )z  + sin(0j )   

r j i+ l  = cos(Oji+l)Zi+t + sin(Oji+l)Xi+l (8) 

where Oji is the angle between vii and zi .  The 
mapping for vertex p j  tO segment (i, i + 1) is given 
by 

pj = Oj + d j r  j = c~joi + (1 - o~j)o,+t-i- 

dj[ajr j i  + (1 - aj)r j i+l]  (9) 

where a j  = II(Pji+l -P j ) I I / I I (P j i+I -P j , ) I I ,  this pa- 
rameter  encodes the distance of point pj  between 
the bounding joint planes. I t  can range from 0 to 
1, where 0 indicates that  the point lies on the plane 
i +  1, and 1 indicates that  the point lies on the plane 
i. r j  is given by linear interpolation of vectors r j i  

and rji+l , dj is the scale factor along the interpo- 
lated vector r j .  It  should be noted that  dj is not 
an Euclidean distance, as the interpolated normal 
does not necessarily have unit length. 

This mapping represents a mesh surface point 
pj  attached to skeleton segment (i, i + 1) with four 
parameters  a j ,  dj, Oji , Oji+ l .  This parameterizat ion 
forms the basis for animating mesh vertices at- 
tached to the segment presented in Subsection 3.2. 
As the skeleton is animated,  the point is the subject 
to stretch, shear and twist movements.  

The  surface model is mapped  to the skeleton us- 
ing the point-to-line mapping defined by (9), and 
for each vertex pj  we can obtain four parameters  
(o~j, dj, Oji, Off+i ) from (8) and (9). Each vertex is 
a t tached to the nearest segment for which it lies 
in between the corresponding segment joint planes. 
For simple skeletal structures, such as the arm and 
leg, this enables automatic  mapping of the surface 
model to the skeleton. For more complicated struc- 
ture, such as the shoulder, it is necessary to impose 
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additional constraints on the point attachments to 
ensure those points from other parts of the mesh, 
such as the torso, are not mapped to the arm. Fig.9 
shows the result of mapping and surface separation 
using joint planes. Having defined a mapping for 
all vertices on the surface mesh to the skeleton, the 
parameterization enables real-time seamless defor- 
mation of the surface model. 

! . r}i and rji+l.  

r}i = cos(Oji)z~ + sin(0ji)x~ (10) 

rji+t' = cos(Oji+l)z~+ 1 + sin(0ji+l)x~+t 

where x~, z~, w~+ 1, z~+ 1 are the corresponding unit 
base vectors of changed joint coordinates systems, 
0r and 0j~+l are known from the mapping process. 
Finally using the parameters ~j and dj from (9) we 
have a new vertex position: 

Fig.9. Surface sepa ra t ion  us ing joint  p lanes  (addi t iona l  

p lane cons t ra in t s  were imposed  in some joints) .  

3.2 L a y e r e d  M o d e l  A n i m a t i o n  

The mapping algorithm attaches the surface 
mesh to the skeleton automatically, but this map- 
ping is performed only for a single posture of the 
surface model. Geometric mesh deformation [22'23] 
has previously been used for seamless animation. 
In this section we use the point-to-line mapping 
and parameterization presented above to achieve 
a real-time and smooth deformation of the surface 
model during animation. 

When the skeleton layer is animated, the joints 
will change the position, both globally and rela- 
tively to one another. Therefore, the joint planes 
will also change. As our parameterization of the 
mesh vertices between the planes is based on the 
joint planes, the mesh surface between them is de- 
formed as they move. For each posture of the skele- 
ton during the movement, we first calculate the ori- 
entations of new joint planes as discussed in Sub- 
section 3.1. Then  for each vertex in the suKface 
model we use the mapping results and joint local 
coordinates systems in two joint planes to calculate 

' ' (i ' / -- sdj [aj rji + p j  = (~jo i 2F o~j)oi+ 1 ~- 

(1 - ( 1 1 )  

Note that in (ii) o~ and o~+ I are new joint po- 
sitions, known from joint animation; ~j and dj are 
known from the mapping process. The scalar s is 
introduced to ensure that points maintain a fixed 
distance do from the nearest point on the skeleton 
axis. If the nearest point to p~ on the skeleton axis 
is outside the joint locations o~ and o~+i, then the 
distance do is taken from the nearest joint; oth- 
erwise the distance is taken to the nearest point 
on the axis. This prevents the segment from col- 
lapsing under large joint rotations or twists, and 
eliminates thinning of the mesh along the axis and 
sharp crease edges near the joints. 

The method presented above gives a smooth 
and continuous deformable animation of the surface 
model based on the skeleton. As most of the cal- 
culations performed for each point are linear inter- 
polations, the reconstruction is highly efficient and 
can be performed in real time. The anti-thinning 
calculations require more computations, but the 
cost is not excessive, considering the improvement 
in visual quality. The result is a smooth deforma- 
tion of the mesh surface based on geometric com- 
p.utations which are highly efficient. 

4 R e s u l t s  

The presented framework for the construction of 
layered animation models has been tested on full 
body data-sets captured by using the Cyberware 
whole body scanner. The original human surface 
model has 121,723 vertices and 243,442 triangles. 
After simplification, the surface data-sets are re- 
duced to 4,831 vertices and 9,658 triangles, as dis- 
cussed in Subsection 2.3. In our human anima- 
tion system, we apply motion sequences described 
by skeleton joint angles to animating the human 
model. Table 1 gives some examples of motion- 
captured data of body parts for animation. The 
results of surface model animation are shown in 
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Table 1. The Motion Capture Data of Body Parts for Animation 
Y, X, z Rotation angle of body parts in different posture (deg.) 

Body parts (a) (b) (c) (d) (e) (f) 
Hip 0, 0, 0 -36, 0, 0 - 6 0 , 0 , - 1  --50,0, - 1  -82,  -1 ,  7 - 8 , 0 , - 5  
Abdomen 0, 0, 0 0, 0, 0 3, 0, 0 3, 0, 0 - 1 9 , 0 , - 2  3, 0, 0 
Chest 0, 0, 0 0, 0, 0 0, 1, 3 0, 3, 5 -11,  1, - 2  0, 3, 5 
Neck 0, 0, 0 0, 0, 0 0, 1, 1 0, 1, 1 22, 0, 0 0, 1, 1 
Head 0, 0, O 0 , -1 ,5  0 , - 1 , - 1  0 , - 4 , - 5  18, 2, 4 0 , - 1 , - 1  
Left shoulder 0, 0, 0 0, 0, 0 0, 1, 0 0, 1 , -1  1, 0, 1 0, 1, - 1  
Left upper arm 0, 0, 0 0 , - 4 , - 1 0  0, 5 , - 1  -2 ,  7 , - 5  - 1 , - 6 ,  5 -2 ,  1 , -5  
Left lower arm 0, 0, 0 - 1 , - 6 ,  - 2  - 1 , - 8 , - 1 4  - 3 , - 1 5 , - 1 8  - 2 2 , - 1 , - 8 5  0 , - 3 0 , - 3 4  
Left hand 0, 0, 0 0, 0, 1 0, -3 ,  0 -6 ,  9, - 3  7, -5 ,  3 -6 ,  9, - 3  
Right shoulder 0, 0, 0 - 3 , - 3 , 5  i , - 3 , - 1  1 , - 1 , - 2  0 , - 1 , 0  1 , - 1 , - 2  
Right upper arm 0, 0, 0 -1 ,  -6 ,  12 6, 7, - 1  4, 12, -10  1, -5 ,  -13  -2 ,  13, - 1  
Right lower arm 0, 0, 0 0, -1 ,  - 2  8, 3, 47 8, 4, 44 -1 ,  9, 2 8, 5, 44 
Right hand 0, 0, 0 0, 0, 0 0, 4 , - 7  0 , -2 ,  2 11, 13,-16 0 , - 5 , - 1 8  
Left thigh 0, 0, 0 0 , - 8 , - 7  0 , - 5 , - 2 3  - 1 , 0 , - 1 6  2 , - 8 , - 2  - 1 , 0 , - 1 7  
Left shin 0, 0, 0 0, 0, 1 3, 3, 14 2, 1, 10 4 , -1 ,  44 -3 ,  10, 38 
Left foot 0, 0, 0 -1,6,12 - 1 9 , - 7 , - 1  - 4 , - 3 , 7  3 , -6 ,13  - 4 , - 3 , 7  
Right thigh 0, 0, 0 O, 7, 6 -2 ,6 ,  10 7 , - 1 , - 3 5  - 1 , 9 , - 5 1  8, 1 , -32 
Right shin 0, 0, 0 -1 ,  1, 10 0 , -1 ,  35 19, 21, 96 -2 ,  3, 49 10, 24, 108 
Right foot 0, 0, 0 - 4 , - 7 , - 7  - 1 , - 1 , - 7  7,-16,  18 -5 ,2 ,  16 5 , - 6 , - 1 4  

Fig.10,  where  the  upper  frames i l lus t ra te  the  
changing  skele ton sequences, and  the  b o t t o m  
frames show the  cor responding  deformable  b o d y  
surface model .  We ob ta in  the  a n i m a t i o n  at  a b o u t  
16.9 f r ames / s econd  on a P C  wi th  P e n t i u m  I I I  
733MHz C P U  a n d  256MB memory.  

(a) (b) (c) (d) (e) (f) 

Fig.10. Results of human body animation using motion- 
captured data. 

5 C o n c l u s i o n s  a n d  F u r t h e r  W o r k  

We have p r o p o s e d  a f ramework for mode l ing  
the  h u m a n  b o d y  f rom 3D surface scanning  d a t a  to  
achieve rea l i s t ic  a n i m a t i o n  while ma in t a in ing  suffi- 
cient  deta i l .  T h e  h u m a n  model  is represented  as a 
l ayered  s t ruc tu r e  in  which the skeleton is bui l t  au- 
t o m a t i c a l l y  by  m a k i n g  use of the  de tec ted  key land-  
marks ,  and  the  a n i m a t i o n  is real ized by  a reM-t ime 
po in t - to - l ine  m a p p i n g .  This  p rocedure  is quick and  
efficient for gene ra t i ng  a r t i cu la ted  scanned h u m a n  

models  wi thou t  the  in t e rac t ion  of the  user. The  
resu l t ing  mode l  allows r ea l - t ime  m a n i p u l a t i o n  and  
render ing ,  which has sufficient r ea l i ty  for b o t h  the  
shape  and  the  mot ion  pos ture .  I t  is also poss ible  to 
r ap id ly  cap tu re  and a n i m a t e  new sub jec t s  based  on 
exis t ing  pos tu re  l ibrar ies  of ske le ton  models .  The  
mode l  can be used in e rgonomic  design,  ga rmen t  
C A D ,  rea l - t ime  s imula t ing  humans  in v i r t ua l  real-  
i ty  env i ronment  etc. 

As some of the  a s sumpt ions  and  s impl i f ica t ion  
are  used to reduce the  complex i t y  of processing,  
the re  a re  several  l imi ta t ions  to t he  cur ren t  imple-  
m e n t a t i o n  of this  approach .  T h e  work is s t i l l  be ing  
car r ied  out  in order  to improve  the  accuracy.  The  
fu ture  work includes the  deve lopmen t  of a more  
genera l  a lgor i thm for a u t o m a t i c a l l y  gene ra t ing  the  
skele ton of surface model ,  for example  by  app ly -  
ing the  ideas of s egmen ta t i on  based  on de tec t ion  
of b ranch ing  poin ts  to more  gener ic  models .  Sec- 
ondly,  an  efficient de fo rma t ion  a lgo r i t hm ref lect ing 
the  muscle  de format ion  should  be  developed.  I f  we 
consider  the  influence of m a p p e d  muscle  deforma-  
t ion,  the  resul ts  will be  more  real is t ic .  

A c k n o w l e d g e m e n t s  T h e  au tho r s  would like 
to  t h a n k  Cyberware  Inc. for the  provis ion  of whole 
h u m a n  b o d y  da ta -se t s .  T h a n k s  also go to Dr. 
Zhongwei  Ying and Dr. Yuping Zhang  for helpful  
suggest ions  in designing the  a lgor i thms .  
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