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Abstract  

The aim of this paper is to extend the system of belief revision developed 
by Alchourr6n, Gs and Makinson (AGM) to a more general framework. 
This extension enables a treatment of revision not only by single sentences but 
also by any sets of sentences, especially by infinite sets. The extended revision 
and contraction operators will be called general ones, respectively. A group of 
postulates for each operator is provided in such a way that it coincides with 
AGM's in the limit case. A notion of the nice-ordering partition is introduced 
to characterize the general contraction operation. A computation-oriented ap- 
proach is provided for belief revision operations. 

Keywords :  Belief revision, the logic of theory change, epistemic entrench- 
ment, default logic. 

1 I n t r o d u c t i o n  

In recent years, there has been much concern in artificial intelligence, database 
theory and philosophical logic about  the problem of Belief "Revision or Theory 
Change. Roughly, Belief Revision is processes or computer programs of incorporat- 
ing new information into a K(nowledge) B(ase) while preserving consistency. The 
most well-known system of this sort is developed by Alchourrhn, G~irdenfors and 
Makinson(1985, 1988), which we refer to the AGM theory (see [1,10,11]). Although 
studies along the AGM approach have reached a new degree of sophistication through 
a number of different proposals put  forth by several researchers in later years, there 
are still a few problems in belief revision remained to investigate further. 

1. Genera l iza t ion:  The original intention of belief revision is a treatment of revising a 
belief set (or a knowledge base) by a set of sentences (new information). But AGM's 
work is mostly limited to the case where belief sets are revised by single sentences. 
There have already been several investigations into revision by sets of sentences (see 
[8,22,13,14,9]). However, to my knowledge, it seems that a general framework for the 
belief revision by sets of sentences, .especially by infinite sets, has not yet been formed. 
In this paper, we will try to explore a few ways to deal with the problem. 

Formally, let K be a belief set, A an arbitrary sentence and F an arbitrary set of 
sentences. In the AGM framework, there are three basic operations for belief changes: 
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expansion, contraction and revision, denoted by K q-A, K - A  and K *  A, respectively. 
These operations can only deal with the changes of belief set K by a single sentence A. 
We should extend them to cope with the case tha t  a belief set is changed by any set 
of sentences. For the expansion, we can easily define a general expansion operator  as 
K + F -- Cn(K U F) just  as AGM did for single sentence. For the revision, according 
to ACM's  context, revising a belief set K by a set of new information F should mean 
the process of deleting some of the sentences from the belief set K and adding F to it 
in such a way that  the result is a consistent belief set. In order to formalize the idea, 
we will introduce a set of postulates to specify the general revision operation. 

The generalization of contraction seems to be more difficult if we want to follow 
the AGM approach strictly. In AGM's  system, contracting K with sentence A means 
removing A and some sentences from K so that  the resulting belief set cannot imply 
A. This idea is not easily extended to the general case. For example, let F = {A, B} 
and denote the contraction of K with F by K O F.  If we still identify F with the 
conjunction of all sentences of F,  we should have KE3F = K - ( A A B ) .  But K - ( A A B )  
does not mean retracting both of A and B from K.  On the other hand, the connections 
between revision and contraction which AGM have established by employing Harper 
and Levi identity lost in the infinite case. If we interpret contracting K with F as 
removing some sentences of K so that  the remained set is closed and consistent with 
F ,  then we will have most  properties of contraction which we expect. In Section 3 
we will give some postulates to characterize the general contraction operation and 
establish connections between the general revision and contraction operation. 

F u n d a m e n t a l i t y :  AGM (1988) viewed the behaviors of belief revision as arising 
from a more fundamental  conception, that  of Epistemic entrenchment. Fortunately, 
this conception has been accepted by more and more researchers and has received 
much concern in AI, which led to a number  of different proposals for different applica- 
tions (see [7,16,6,12]). However, there seem to be some drawbacks with the epistemic 
entrenchment.  

i) It  is unclear that  why or when a sentence A has a higher degree of epistemic 
entrenchment than a sentence B. It  seems that  there is a more basic concept than  
epistemic entrenchment,  that  of degree of belief. I t  is self-evident that  even if all 
sentences in a belief set are accepted by an agent or a computer  system, different 
sentences may be believed with different degrees of beliefl Furthermore,  the degree of 
belief of a sentence should be a pure subjective concept, which depend only upon how 
strong the agent believes it. In Section 5 we try to introduce a structure,  called total- 
ordering partition characterizing this idea. Intuitively, we can divide our believes into 
finite or infinitely many groups according to the degrees in which we believe them, 
and then arrange these groups into a total-ordering. This k ind 'o f  arrangement  (or 
part i t ion) is logically independent. Another point is that  a reasonable agent will not 
satisfy a first-sight intuition, or at any rate  he will place logically equivalent sentences 
into the same group after he concluded the equivalence of them. So, at the next step, 
we will rearrange the partition above so that  it satisfies some logical constraints. The  
following restriction seems to be rational: 

If A 1 , - . . ,  An t- A, the degree of belief of A is not less than the minimum of degree of 
belief of A 1 , "  ", An 

Tha t  is to say, if we have believed all of the premises of an inference, we should imme- 
diately believe its consequence. A total-ordering parti t ion by rearranging with logical 
constraint  will be called a nice-ordering partition. The process of rearrangements can 
be viewed as the systematization of the agent 's original belief by using the logical tool. 
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Although in Section 6 we will show that a nice-ordering parti t ion is equivalent to an 
order of epistemic entrenchment in some sense, the notion of nice-ordering parti t ion 
seems to have a better  intuitive sense than that  of epistemic entrenchment.  In Section 
7, we provide a concrete contraction operator,  written (3, generated by a nice-ordering 
partition of a belief set which satisfies all postulates for the general contraction. 

ii) There is a computational drawback with epistemic entrenchment. It is a question 
how we can obtain an order of epistemic entrenchment for any given belief set. In 
Section 5 we will try to give a constructive approach in which we can arrive at a 
nice-ordering partition of a belief set from a well-ordering partit ion of its base. The 
resulting partition is also well-ordered. We will call it a nice-well-ordering partition. 

3. C o m p u t a t i o n a l i t y :  Although AGM provided three methods of specifying revision 
and contraction operations, none of them are 'computation-friendly'  or constructive. 
In Section 8, we try to explore a way in which a constructive contraction operator  1, 
written as ~,  can be generated by a nice-well-ordering partition, which will be useful 
even in the case that K and F are finite. This constructive approach can also give 
us a bet ter  understanding of belief revision: belief revision is a choice that a cautious 
man make in order to preserw~ consistency and retain as many information which he 
believes most as possible. 

Finally,  as an appl ica t ion  of our  approach ,  we prov ide  a solut ion to a p rob lem left 

open  by Nebel(1992)  in [21], where Nebel  showed t h a t  there  exists  a t ight  connec t ion  

be tween  b e h e f  revision and the  so-called ranked default theories in the  finite case. 

We will show tha t  it is also t rue  in the infinite case. 

2 Pre l iminar i e s  

T h r o u g h o u t  this  paper ,  we consider  f i rs t -order  language L wi th  the  s t a n d a r d  
logical connec t ives  -~, V, A,---* and  ~ ,  d e n o t e  ind iv idua l  sentences  by A, B,  or C,  
and de no t e  sets  of  sentences  by K,  F ,  F, A ect.  If F = {A~,- - - ,A,~}  is a set of  
sentences,  AT" means  A1 A - . .  A A,~. We shall a s sume  t h a t  the  unde r ly ing  logic 
includes classical  f i rs t -order  logic and t h a t  it is compac t .  T h e  n o t a t i o n  ~- means  
classical f i r s t -order  der ivabi l i ty  and  Cn the  co r re spond ing  closure o p e r a t o r ,  i.e. 

Cn(K) = {A �9 LIK ~ A} 

We call a set K of  sentences  as a belief set, which means  tha t  K = Cn(K) ,  usual ly  

d e n o t e d  by  K or K I. T h e  no ta t ion  K •  deno tes  the  belief  set which is inconsis tent .  

A set F of  sen tences  is closed also means  F = C n ( F ) .  As usual  K * A deno tes  the  

revision of  the  bel ief  set K by a sentence  A, and  K - A the c o n t r a c t i o n  of  K wi th  

sen tence  A in t he  A G M ' s  framework.  T h e  n o t a t i o n  K + F deno tes  C n ( K  U F). 

3 P o s t u l a t e s  for Genera l  R e v i s i o n  and C o n t r a c t i o n  

In o rde r  to formalize revision and  co n t r ac t i o n  opera t ions ,  A G M  i n t r o d u c e d  sets 

of  r a t i ona l i t y  pos tu la t e s  for these opera t ions .  We repea t  t h em  here for the  sake of  

c o m p a r i n g  our  pos tu la tes  with AGM's .  

1 Here "constructive" just means "theoretical constructive". 
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The postulates for revision operator  '*': 
(*1) K ,  A = C n ( g ,  A). 
(*2) A E K , A .  
(*3) K * A C_ K + A. 
(*4) I f - , A ~ K ,  t h e n K + A _ C K , A .  
(*5) K * A = K• if and only if k --A. 
(*6) I f k A ~ - * B ,  then K * A = K * B .  
(*7) K , ( A A B )  C _ ( K . A ) + B .  
( '8) I f - , B f f K , A ,  then ( K * A ) + B C _ K * ( A A B ) .  

The postulates  for contraction operator  ' - ' :  
( -1)  K -  A = C n ( K -  A). 
( -2)  K - A C K .  
( -3)  I f A f f K ,  t h e n K - A = K .  
( -4)  If ~/A, then A ~ K -  A. 
(-5) KC_(K-A)+A 
(-6) Ift-A~-,B, t h e n K - A = K - B .  
( -7)  ( K - A )  N ( K - B ) C _ K - ( A A B ) .  
(-8) I f A C K - ( A A B ) , t h e n K - ( A A B ) C _ K - A .  

The intuition underlying their postulates  is that  'changes should be minimal, 
so that  when changing beliefs in response to new evidence, one should continue to 
believe as many of the old beliefs as possible'.  Wi th  the  same motivation, we will 
first introduce a set of postulates for the general revision operation. 

Let K be a belief set and F be an arbi t rary set of sentences in L. Revising K 
with F ,  denoted by K q)F,  means deleting some sentences from K in order that  the 
resulting belief set is consistent with F ,  and then adding F to it. 

More formally, we call @ a general revision function if it satisfies the following 
eight postulates:  
((91) K (B F = C n ( K  (B F). 
((92) F C_ g (9 F. 
((93) K (g F C_ K + F. 
((94) If K U F is consistent, then K + F C_ K (9 F. 
((95) K (9 F = K• iff F is inconsistent. 
((96) If Cn(F1) = Cn(F2), then K (9 F1 = K (9 F2. 
((97) K@(F, uF2) c_ K@F, +F~.. 
((98) If F2 U (K (9 F1) is consistent, then (K (9/'1) + F2 C K (9 (F1 U F2). 

It is not  difficult to see that  the postulates above are direct generalizations of 
those of AGM's.  In fact, if let 

K * A D~I K @ {A} 

and identify {A, B} with A A B, then two sets of postula tes  are identical. Thus 
AGM's  revision can be conceived as a special case of the general revision. To mark 
off them, we will call the former as single revision. 

By comparing our postulates with AGM's,  we will find that  pos tu la tes  for the 
general revision operation is no less nature than those for single revision, especially 
for (e7) and (G8). 

As was mentioned in Section 1, the generalization of contraction operations is 
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more difficult than revision. If we followed AGM's  idea, tha t  is, viewing the con- 
traction of K with F as the result of removing F and some sentences from K,  we 
would lost the connection between revision and contraction in the case that  F is a 
infinite set. In fact, a more general meaning of contraction operat ions is: removing 
some sentences of K in such a way that  the resulting belief set is consistent with F .  

More precisely, we call O a general contraction function if it satisfies the following 
eight postulates: 

(E31) g ~3 F = C n ( g  0 F). 
(02) K @ F C _ K .  �9 
(G3) If F U K is consistent, then K G F = K. 
(G4) If F is consistent, then F W K G F is consistent; otherwise K G F = K. 
(eb) VA E K(F  }- ~A -+ K C g e F +  A). 
(06) If Cn(F1) = Cn(F2), then K e F1 = g @ F2. 
(G7) KOF~ C_ KG(F~ v F2) + F~. 
(O8) If F1 U (K ~9 (F1 v F2)) is consistent, then K E3 (F1 V F2) C_ K O F,. 
Here F1VF2 = { A V B : A  E F 1 A B  E F2} 2. 

The intuition behind the postulates  (O1)-(O4)  and (06) are obvious. (05)  is 
the generalization of G~irdenfors' Principle of Recovery. The final two postulates  
axe somewhat  counterintuitive. In fact, We use contraction jus t  as an auxiliary tool 
to construct  revision. 

O b s e r v a t i o n  3.1.  Let 
K - A D___~I K ~ {~A} (i) 

If f nr '0'  atisfie  (01) to (e8), '-'wiu  , ti ly (-i) to (-8). 
Proof. ( - 1 )  to ( - 6 )  follow (O1) to (06)  directly. ( - 8 )  follows Eq.(1) and (08) .  

To show ( - 7 ) ,  let C E K - A D g - B, that  is, C E K e {-'A} n g O {-~B}, 
or C E K e { - ~ A }  and C E K O { - ~ B } .  By (02)  C E K,  it follows from (07)  
that  C E g O ({--A} V {--B}) + {--A} and C E g @ ({--A} V {--B}) + {:~B}. 
Hence (A A B)  V C E K O ({-~A} V {--B}), or (AA B ) V  C E K O ({--A V--B}) ,  i.e., 
(AAB)VC E K - ( A A B ) .  On the other hand, ( - 5 ) i m p l i e s  - , (AAB)VC E K - ( A A B ) .  
Thus C E K - (A A B),  as desired. [] 

O b s e r v a t i o n  3.2. i) K �9 f = K @ Cn(F) .  ii) g 0 f = K 0 Cn(F) .  

Proof. Straightforward from (~6) and (06) .  [] 

4 F r o m  C o n t r a c t i o n  t o  R e v i s i o n  a n d  V i c e  V e r s a  

A nature quest ion now is whether either general contraction or revision can be 
defined in terhas of the other. Before answer the question we present a lemma. 

L e m n a a  4.1.  
i) I f  funct ion.~ satisfies (@l) -{e4) ,  then g • F = ( ( g  G F) n K)  + F.  
ii) I f  function 0 satisfies (O1)-(O5), then g 0 F = (K 0 F + F) n g .  

It is not difficult to show that F1 v F2 H Cn(F1) n Cn(F2) 



No. 2 Belief Revision by Sets of Sentences 113 

Proof. i) Since (K@F)NK C K ~ F  and F C_ Kq~F, by (@1), ( (K@F)NK)+F c_ 
K q) F .  If K u F is consistent,  we have 

K @ F =  K + FC_ (K + F) AK + F = ( K ~ F ) N K  + F 

If not  so, there exists A E K such tha t  F k -~A, and  therefore there is a finite 
subset / ~ o f F s u c h  tha t  F k ~A, so A k -~(AP). For any B E K @ F ,  by (~1),  
-~(AP) VB E K ~ F .  We also have -~(A_~)VB E K.  T h e n  -~(AF)VB E (K@F)NK,  
s o B E ( ( K @ F )  N K ) + F .  T h u s K ~ F C _ ( ( K O F )  N K ) + F .  

ii) It is obvious tha t  g ~ F  C ( ( K O F ) + F ) N K .  For any B E ( ( g @ F ) + F ) n g ,  
B E K and B E K ( g F + F .  So there is a finite subse t /~  o f f  such tha t  -~(A_P) V B E 
K @ F .  If F U K is consistent,  then we have B E K (9 F obviously. If not,  there is 
A E K such tha t  F k --A. Suppose tha t  F" C_ F such tha t  i ~ C /~' and  f "  k -~A. 
Then  -~(A~') V B E K O F implies tha t  -~(AF") V B E K e F ,  and  A E K will imply 
tha t  -~(AF') E K.  So by ((95), K = K (9 F + -~(A/~'). It follows from B E K tha t  
( AF') V B E K (9 F. Hence B E K (g F, i.e., ( K G F + F) A K C_ K (g F. [] 

Similar to Levi identity in AGM's framework, we define the revision function by 
the contract ion funct ion as follows: 

(Def ~) K e  F = ( K e  F) + F 

T h e o r e m  4.1.  /.f the contraction function (9 satisfies ( e l ) -  ( e8 ) ,  then the 
revision Sunction �9 obtai, ed y om ( D e f e )  satis es ( e l ) - ( e s )  as weU as g (9 F = 
( K e F ) A K .  

Proof. Postula tes  (@1)-(@2) are trivial. (~3) follows from (e2)  and (@4) follows 
from ((93). For (G5), assume F is inconsistent.  T h e n  K (9 F = g f rom (e4) ,  so 
K @ F = K (9 F + F = K + F = K•  by inconsistency of F. For the converse, assume 
K O F  = K•  i.e. K e F + F i s  inconsistent,  so is F U K ( g F .  By ((94), F is 
inconsistent.  Pos tu la te  (@6) follows directly from ((96). 

To show (@7), let B E Ke(F1UF2), i.e., B e K(9(FIUF~.j+(FkUF2 ), then  there 
exists finite subsets  F1, F2 of F1 and F2, respectively, such tha t  -~(AF1)V-~(AP2)VB E 
K e (F1 U F2). It is not  difficult to show tha t  On(F1) = Cn((F1 U F2) V F1), so, by 
postula te  ( e6 )  and (e7 ) ,  we have 

K e ( F ~ u F 2 )  c_ Ke((F~uF2)  vF~)+(F~uF2) 
= K@F~+(F~UF2) 

Hence -~(AF'I ) V -~(AF2) V B E K (9 F1 + (F1 U F2), therefore B E K (9 F1 + (F1 U F2), 
i.e., B E K ~ F ~  + F 2 .  

In order to  show (@8), suppose tha t  F2UK~F1 is consistent,  or F1UF2UK@F1 is 
consistent.  Note  tha t  Cn(F1) = Cn((FIUF2)VF1). So (FlUF2)UKe((F~UF2)VF1) 
is consistent ,  hence, by ((96)and ((98), K(gFI = K(9((F~UF2)VFI) C K@(F~UF2). 
We conclude tha t  K $ F~ + F2 C_ K @ (F~ U F2). 

K (9 F = (K  ~ F )  n K follows from Lamina 4.1 directly. [] 

Similar to  Harper identity, we can define contract ion function by revision func- 
tion as follows: 

(Def @) g ( 9  F = ( K ~  F) N g 
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T h e o r e m  4.2. /f the revision funct ion �9 satisfies (el)-(08), then the con- 
traction function 0 obtained f rom ( D e f O )  satisfies ( e l ) - ( e 8 )  as well as g ~ F = 
( g  0 F) + F. 

Proof. Postulates (O1)-(O4) follow from (O1)-($5), and (06) follows directly 
from (@6) by means of (Def e ). 

To show (O5), assume that A E K. If F k -,A, then 

( K e F ) + A  = ( ( K e F )  n K ) + A  

= ( ( K e F ) + A ) n ( K + A )  

= ( ( K ~ F ) + A ) A K  

= K 

Suppose that (G7) is satisfied. Note that Cn(F1) = Cn((Ft  V F2) U F1). By using 
(06) and (07), we have 

K e E l  = K e ( ( F, v F2 ) u F, ) (2) 
c_ (K~)( (Ft  v F 2 ) u F 1 ) ) ) A K  (3) 

C_ ( K e ( F I  V F 2 ) + F 1 ) N K  (4) 
c_ ( K @ ( F ,  v F 2 ) N K ) + F ,  (5) 

c_ K e ( F I  v F 2 ) + F I  (6) 

Eq.(2) follows from (06). (3) follows by (Def O). (4) follows by (07). (5) follows 
the fact: 

(K, GK2)+F=(K~+F)A(K2+F) 
To show (08), assume that F1 u K e (Ft v F2) is consistent, we need first to 

show that Ft U K ~ (F2 v F2) is consistent. If not so, then there exists a finite 
subset F't of/ '1, so as to K@ (/'1 v F2) k --(_A/7't). It follows by Lemma 4.1 and (Def 
O) that K e (F1 v F2) + (F1 v F2) k --(AFt), and then there axe At , - - - ,  A,, E FI 
and B t , - . . ,  B,, E F2 such that K 0 (Ft V F2) U {At V B1, . - . ,  A,~ V Bn} t- --,(A/~t). 
Hence K 0 (F1 V F2) U Ft F- -,(Aft't), so g e ( F I v  F2) u F1 is inconsistent. But this 
contradicts the assumption. Therefore we have F1 U K �9 (Ft V F2) is consistent. By 
using the identity Cn(F1) = Cn((F1 v F2) U F1), (06) and (08), we obtain that 

K r ( F, v F2 ) + F~ C K r ( ( F~ v F2 ) u F, ) 

Then we have 

= K e F 1  

K e (t:1 v F2) C_ ( K @ ( F I v F 2 ) ) N K  

C ( K @ ( F I v F 2 ) + F 1 ) A K  

c_ ( K e F 1 ) o K  

= K e F 1  

as desked. [] 

5 Nice-Order ing  Part i t ion and Nice-Wel l -Order ing  Par- 
t i t ion 

Epistemic entrenchment, introduced by G~denfors and Makinson (1988), plays 
a very important role in AGM theory, which is used to determine what is abandoned 
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from a belief set and what  is retained, when a contraction or a revision is carried out. 
Unfortunately, this notion has received several criticisms from different authors  (see 
[21,25]). The main point is its intuitive inadequacy. In fact, there are two factors 
which determine the fate of a sentence in a belief set. One is the degree in which the 
epistemic agent believes it, and the other is its logical posit ion in the belief set. The 
former proceeds from the consideration of the criterion of informational economy 
and the latter comes from the consideration of logical inference. In this section, we 
will t ry to develop several concepts specifying these two factors. 

Every epistemic agent must have an est imate of his knowledge, bu t  it is likely 
unrealistic to require him to arrange all his knowledge into a total  ordering. 
For example, for the following believes: 

A ='Germany is located in Europe' 
B ='China is located in Asia' 

It seems difficult to judge which should be believed more. It may, however, be 
possible to divide our knowledge base into groups, and then arrange these groups 
into a complete ordering according to the degrees in which we believe in them. This 
kind of arrangement is only dependent  on our subjective sense. Maybe  it is quite 
rough. In fact it need not be very 'accurate '  because we will still adjust  it further 
when necessary. 

D e f i n i t i o n  5.1. Let F be a set of sentences, 79 be a partition o f f  3, < be a total 
ordering relation on 79. The triple 5] = (F, 79, <)  is called a total-ordering partition 
(TOP) of F. 

Note that  F here need not to be closed. It can be conceived as a base of some 
belief sets. We will develop an approach to lift up a T O P  of a belief set from that  
of its base. 

For any p E 79, if A E p, then p is called the rank of A, denoted by b(A). For 
technical consideration, we did not arrange the rank directly according to the degree 
of belief. Instead of that ,  the converse ordering of rank is the ordering the belief 
degree, tha t  is, the higher the belief degree of a sentence is, the less rank of the 
sentence will be. 

When  zX C_ F, the following notation will be useful: 

Ap D..eef A n p (7) 

Def 
a<,, = U (s) 

q<p 

Def 
a_<, = U (9) 

q_<p 

Let F and F be sets of sentences. We define F _L F as the system of all maximal 
subsets  of F that  is consistent with F ,  that  is, 

3 A partition of a set F is a disjoint family P of subsets of P such that 

r = U { p :  p e 

where p needn ' t  be nonempty. 
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F _1_ F D~S {A C_ FIA U F is consistent and VA' _C F(A C A' ---* A' U F is inconsistent} 

It is easy to see that  notation K A_ F is a generalization of K _1_ A in the AGM 
framework, i.e., K A_ {~A} = K _k A. 

O b s e r v a t i o n  5.1.  I f  E = (K, 79, <) is a total ordering partition of belief set K 
and F an arbitrary set of sentences, then for any A E K A_ F,  A is closed. 

Proof. Straightforward from the construction of K I F .  [] 

D d e f i n i t i o n  5.2. A total-ordering partition, E = ( F , P ,  <) ,  of F is called a 
nice-ordering partition ( NOP) if  it satisfies the following Logical Constraint: 
(n) I f  A1, . .  " ,An ~ B,  then sup{b(A1) , ' " ,b (An)}  >_ b(B). 

D e f i n i t i o n  5.3. Let E = (F, P ,  <)  be a total ordering partition of F, F an 
arbitrary set of sentences, F ~ F is defined as the family of all subsets ,A  = [.J Ap, 

pep 
of F, where for any p E 7 9, 

Ap is a maximal subset of p such that A___v U F is consistent 

The notat ion ~ comes from (Nebel 92 [21]). 

O b s e r v a t i o n  5.2. 
F~FC_F_I_F 

In particular, if  79 = {F}, then F ~ F = F _k F. 

Proof. Suppose that  A E F ~ F a n d  A E F where A ~ A .  It is obvious that  
A tA F is consistent. Let A E p(p E 79). By means of definition of Av, we know that  
A< v U {A} U F is inconsistent, so is A U {A} tA F .  Hence A E F A_ F .  [] 

O b s e r v a t i o n  5.3. Let E = (K,79, <) be a nice-ordering partition of a belief set 
K and A C_ K .  Then we have 

A is closed if  and only i f  Vp E p(A<_p /s closed) 

Proof. Suppose that  A is closed. For any p E 79, if A<_v ~- B,  then there are 
A 1 , " ' , A n  E A_< v so as to A I , - - ' , A n  F- B. By definition of NOP we have that  
sup{b(A1) , - - - ,  b(An)}> b(B), so b(B) <_ p, which means that  B E K_< v. Since A is 
closed, B E A, or B E A<_v. 

Conversely, assume that  for any p E 79, A<_p is closed. If A ~- B,  then there 
exist A 1 , ' - . , A n  E A such that  n l , . . . , n n  ~- B. Let p = s u p { b ( A 1 ) , ' " , b ( n n ) } .  It 
follows that  A I , ' " ,  An E A< v, so B E A_< v, i.e. B E A in terms of our assumption.  

[] 

D e f i n i t i o n  5.4.  A nice-ordering partition E = (F, 79, <)  of F is called a nice- 
well-ordering partition ( NWOP) of F if  < is a well-ordering relation on 7 9. 

A nature question, how we can arrive at such an N W O P  of a belief set, arises 
immediately. The following lemma will tell us how to construct  an N W O P  of a belief 
set from a n  N W O P  of its base. 

L e m m a  5.1.  Let D be a set of sentences and K = Cn(D).  I f  D has an N W O P  
E D = (D, 79D, <D),  then there exists a N W O P  E K = (K, 79K, <K),  and vice versa, 
such that for any A E D, 

bD(A) = bg(A) (10) 



No. 2 Belief Revision by Sets of Sentences 117 

We will call ~ K  the NWOP of K induced by E D. 

Proof. Let c~ be the order-type of :pD under well-ordering < o  (see [17]). For any 
f~ < ~, we denote p~ as the ~3th element of 7 9D and p D  = [_j pff. For any fl < c~, 

~_<# 
we define pff by recursion on ~ as follows: 

pg = Cn(po o) 
p f f  ~ D K Cn(p<~)~p<~, if fl < a 

Let :pK = {pff18 < c~}. It is obvious tha t  K = 

K.  Definite tha t  

[.J pff and ~ 9K is a part i t ion of 
B<a 

<K pff 7 < Z P~ 

To show Eq.(10), let A E D and bD(A) = 13. It is obvious that  bK(A) < 8 by the 
construction of :pg. If bK(A) = "~ < 8, A e pg C Cn(pDy), so, A e p D  because 

~D is an NOP. We have got a contradiction. Thus bK(A) = bD(A). 
We now show that  y]g ~_~ (K, ~ OK, < g )  is an NWOP. It is sufficient to show that  

E satisfies logic constraint. To do this, assume that  A E K.  Then  there is an ordinal 
such that  A �9 p~,  i.e., A �9 Cn(p~z). Assume that  A 1 , ' - . ,  An �9 K such that  

A1,"  ",An F- A. If sup{bD(A1), . . . ,bO(An)} < 8, A �9 Cn(pD<f~), which is contrary 

to A �9 p~.  So sup{bD(A1), . . .  , bO(An)} > 8. By Eq.(10) we have that  

sup{bg(A1), "'" , bK(A,~)} >- 8, 

that  is, 
sup{bK(A1), ..- , bK(An)} >_ b~(A), 

as desired. 
For the other direction of the Lemma,  suppose that  E = (K, p g ,  < g )  is an 

NWOP of K.  Let 
p D  ~_ {pD[pD -~ pK N D} 

pD < D qO iff p g  ( K qK 

It is not difficult to show that  E D = (D, 7 9~ <D) is an NWOP of D. [] 
It is now clear that  how we can arrive at an NWOP from any epistemic status. 

We can sprit the process into three stages. For any given knowledge database or 
belief base D, the first step is grouping D into several parts and arranging them in 
well-ordering in accordance with our belief degrees of sentences in each part.  The 
second step is rearranging the partit ion above so that  it .satisfies Logical Constraint, 
so an N W O P  of D is obtained. The final step is constructing a n  N W O P  of belief 
set Cn(D) from the N W O P  of D by using the way provided by Lemma 5.1. 

6 R e l a t i o n  o f  E p i s t e m i c  E n t r e n c h m e n t  a n d  N i c e - O r d e r  
P a r t i t i o n  

The main  purpose of this section is to show the connections between the epistemic 
ent renchment  ordering and the NOP structure.  
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G/irdenfors and Mankinson (1988) presented five postulates characterizing the 
notion of epistemic entrenchment:  
(EEl) If A _< B and B _< C, then A <_ C (transitivity). 
(EE2) If A I- B, then A _< B (dominance). 
(EE3) For any A and B, A < A A B or B < A A B (conjunctiveness). 
(EE4) When K r K.L, A • K iff A _< B, for all B (minimality). 
(EEh) If B _< A for all B, then t- A (maximality). 

Postulate (EEl )  says that  < is an ordering relation. (EE2) implies that  _< is 
reflexive. And (EE1)-(EE3)  imply that  < is connective. Thus < is a complete 
preorder over L, particularly, over K. By using the way of equivalence partition, 
we can obtain a total-ordering partit ion over K. On the other  hand,  postulates 
(EE2) and (EE3) give epistemic entrenchment  some logical constraint which are 
very similar to the Logical Constraint (L) of the NOP structure.  More formally we 
have the following results. 

D e f i n i t i o n  6.1. Let E = (K,T' ,  <) be a nice-ordering partition of a belief set 
K, K ~ K_L, we define an order relation on L as follows: 
i) if B E K ,  then A -< B if and only if b(B) < b(A) or A r g 
ii) I f  B ~_ K ,  then A -< B if and only if A q[ K 

T h e o r e m  6.1. -< satisfies (EEl ) - (EE4) .  

Proof. (EEl )  and (EE4) hold obviously. 
To show (EE2) and (EE3), suppose that  A, B E K, other  cases are trivial. 
Assume that  A t- B. Then b(B) <_ sup{b(m)} = b(g) by using (L), and hence, 

A --'r B, so (EE2) hold. 
Since A, B ~- A A B,  b( A A B) < sup{b( A), b(B)}. On the other  hand,  A A B l- A 

and A A B F- B,  so b( A ) <_ b( A A B ) and b( B ) <_ b( A A B ). Therefore b( A ) = b( A A B ) 
or b(B) = b(A A B), this yields (EE3). [] 

T h e o r e m  6.2. / f  ~ satisfies (EE1)-(EE3),  then there exists a nice-ordering 
partition E = (K, P,  <) of K such that 

A -< B iff b(B) <_ b(A) 

Prodf. Because ~_ is reflexive, transitive and connective, it is a complete preorder. 
Define a equivalence relation on L as follows: 

A ~ B  if and only if A - < B a n d B ~ A  

Then the quotient set L~ ~.. makes a parti t ion P over L. We use .4 to denote the 
corresponding equivalence class which include A. Let P = {A N K : A E K}. For 
any A, B E K,  let 

,4 < / }  if and only if A ~ A and B _~ A 

It is trivial to verify that  E = (K, P,  <) is a total-ordering parti t ion on K. 
In order to prove that  Z satisfies (L), assume that  A t , . . . ,  A,~ I-- B. Then  A1 A 

�9 .- A A,, F- B. By (EE2), AI A .../X A,, ~ B. By repeated application of (EE3), we 
obtain 

in f{A1, . . . ,A,~}  -< A1 A . . .  A A,, -< B 

and hence, sup{b(A1),- . - ,b(A2)} _> b(B). [] 
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The ordering characterized by (EE1)-(EE3) has received extensive investiga- 
tions by several researchers (see [7, 12, 6]). In [12] Gs and Makinson (1994) 
gave this ordering another interpretation, namely expectation. They showed that  
'nonmonotomic inferences could elegantly interpreted in terms of underlying expec- 
tations' and 'one could give a unified t reatment  of the theory of belief revision and 
that  of nonmonotonic inference relation'. However, a question remained unknown, 
as its authors raised, where does the ordering or the expectation come front? Now 
if we employ the structure of nice-ordering partitions instead of the ordering of 
epistemic entrenchment,  the problem may be readily solved. 

7 C o n t r a c t i o n  G e n e r a t e d  b y  N i c e - O r d e r i n g  P a r t i t i o n  

In this section we will employ the notion of nice-ordering partit ion characterizing 
general revision and contraction operations. We will construct a contraction operator 
which satisfies all of the postulates for the general contraction. The corresponding 
revision operator is ready to be given by using (Def @). 

D e f i n i t i o n  7.1. Let E = ( K , P , < )  be an NOP on a belief set K (see Defi- 
nition 5.2) and F be an arbitrary set of sentences. We define K O F ,  called NOP 
contraction, as follows: 

i) If  F O K is consistent , then K(~F = K .  
ii) If F U K is inconsistent, then B E K O F  if and only if B E K and 

3 A E K ( F F - - ~ A / x V C E K ( A F - C / x F ~ - - ~ C - - - , ( b ( A V B ) < b ( C ) v F - A V B ) ) )  (11) 

In particular, when F = {-~A}, then 

B E K 6 F  iff B E g  and b(AVB)  <b(A)V~-AVB (12) 

T h e o r e m  7.1. The function 0 satisfies (O1)-(O8). 
Proof. (O1). If K U F is consistent, (O1) hold trivially. We may suppose that  

K u F  is inconsistent. Let KE3F F- B. Then there are B z , - . . , B n  E K O F  such that  
n 

/~ Bi F- B. By the definition of 8 ,  for any i _< n, Bi E K and 
i = 1  

3Ai E K(F  ~ '.Ai A VC E K(Ai ~ C A F ~ '.C ---* (b(A, V Bi) < b(C)v [- A, V Bi)) (13) 

n 

First we have that  Vi < n(Bi E K), so B E K. And then let A = V Ai. So F ~- -.A. 
i = l  

For any C E K, if A ~- C and F I- -~C, then Vi _ n(Ai ~ C). It follows immediately 
from (13) that  Vi _< n(b(Ai V Bi) < b(C)V ~- A i v  Bi). If Vi _< n(t- A i v  B,), then 
Vi < n(}- A V Bi), so I- A V B. Otherwise, let b(Ai0 v Bio) = sup {b(Ai V Bi)} and 

L<i<n 
Aio V Bio, hence, 

n 

b(aioVBio) = sup {b(A, V B , ) } > _ b ( A ( A i v B i ) )  
t < i < n  i=1  

>_ b ( A ( A V B I ) ) = b ( A V  Bi) 
i = l  i = l  

= b(A v B). 
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Since ~/Aio V Bio, we obtain tha t  b(A V B) < b(C). 
(02)  and (O3) a re  trivial. 
(04) .  Suppose t h a t  F is consistent.  We are going to show tha t  F tA K O F  is 

consistent.  If F tA K is consistent,  it holds trivially. We may thus  assume tha t  F U K 
is inconsistent.  If F U (KOF)  is inconsistent.  Then  there exists a finite subset  ft  of 
F such that  K O F  F- -"(AF), tha t  is, -~(Aft) E K O F .  Hence, by the definit ion of 8 ,  
there exists A0 E K such tha t  F I- -"A0 and 

VC E K(Ao t-- C A F ~ -~C --* (b(Ao V -~(A~')) < b(C)V t- A0 V -~(A~'))) (14) 

Since A0 F- A0 V -~(Aft) and F I- -"(A0 V -"(Aft)), by using (14), b(Ao V -~(AF)) < 
b(Ao V --(Aft))V t- A0 V --(Aft). We conclude tha t  t- A0 V --(Aft'), i.e., -~A0 t- -,(Aft), 
and hence, F ~- -~(Aft). Tha t  means tha t  F is inconsistent,  which contradicts  the 
supposit ion.  Thus  when F is consistent,  so is F U (K(3F).  On the other  hand,  
suppose tha t  F is inconsistent.  Then  for any sentence A, F k- -~A, even though  A is 
a tautology. Just  assume tha t  A is a tautology. For any B E K and any C E K,  we 
always have I- A V B. Thus  B E K O F  in terms of the definit ion of 8 .  

(05) .  For any A E K,  if F t- -"A, then  F tA K is inconsistent.  We are going 
to show tha t  K = K O F + A .  For any B E K,  because I- A V  (A ---* B),  so 
A ---* B E K 6 F  according to (11). We arrive at B E K O F  + A. 

(06)  is trivial. 
(O7). If F1 U K or (F1 V F2) U K is consistent,  then  (07)  holds obviously: So 

we suppose  tha t  bo th  F1 U K and (F1 V F2) lA K are inconsistent.  Let B E KOF1. 
According to the definition of 8 ,  we have 

3Ao E K(F1 t-- -,Ao A VC E K(Ao k- C A ['1 P --,C ~ (b(Ao V B) < b(C)V I- Ao V B))) (15) 

On the other  hand,  since (F1 V F2) U K is inconsistent,  so there exists A E K such 
tha t  F1 V F2 F- -"A, so F1 F- -"A. Therefore, there exists a finite subset  ftl of F1 
such tha t  ftl F- -~A0 A -"A, hence A0 F- -"(A-Pl). For any C E K,  if A t- C and 
F1 V F2 F- -"C, then  F1 t- (Aft1) A -"C and A0 F- -"(Aft1) V C. By using (15), we have 

(b(Ao V B) < b(-~(AF'I) V C)) V (~- Ao v B) (16) 

If  AI-b(oA~ V B, by A0 ~- -,(Aftl), we have ~- -~(Aftl)V B, i.e., ~- A V -"(Aft-i)V B. If 
V B) < b(-"(Aftl) V C), not ing tha t  F'I [- -"A imply --(Aft1) H -~(AF1) V A, "we 

have 

b(A V -~(AF1) V B) = b(~(A~ff~l) V B) 

~ b(Ao V B) 

< b(--~(A_/7'l) V C) 

< b(c) 

tha t  is, b(A V -~(Aftl) V B) <_ b(C). So we conclude 

(b(A v -~(AE'I) v B) < b(C)) v (F- A v -~(A~'I) V B) (17) 

By means  of the  definition of 8 ,  we have -"(Aft1) V B E K6(F1  V F2), so B E 
(KO(F1 V F2) + F1) M K.  
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(08). Suppose that  F1 U KO(F~ V F2) is consistent, we are going to show that  
K6(F1 V F2) C_ KOF1. 

If F1 U K or (F1 V F2) U K is consistent, then (O8) holds obviously. We may 
thus suppose that  F1 U K and (F1 V F2) U K are inconsistent. Assume that  B E 
KO(F1 V F2). By the definition of (~, there exists Ao E K such that  F1 V F2 ~- -~Ao 
and 

VC E K(Ao ~- C A FIv  ['2 ~- -~C ~ (b(Ao V B) < b(C)v f- A0 V B)) (18) 

We need to show B E K6F1.  Suppose to the contrary that  B ~ K(~F1. Again by 
the definition of O, we have 

VA E K(F1 F- ~A ~ 3C E K(A [- C/~ F1 I- ~C /~ b(C) < b(A v B)A ~r A v B)) 

In particular, since F1 ~- ~A0 there is Co E K such that  

Ao [- Co A F1 F- -Co A b(Co) <_ b(Ao V B)A ~ A0 V B (19) 

Let ~'1 be a finite subset of F1 so as to/~1 ~- ~A0 A -~C0. Because F1 U KO(F1 V F2) 
is consistent, ~(A~'I) r K 6 ( F I  VF2), so by F1 VF2 ~- =Ao, there exists C1 E K such 
that  

A0 ~- C1 A (F1 v F2) [- -~Cl A b(C1) <_ b(Ao v -~(APl))A ~/A0 v -~(APl) (20) 

Let C = Co A C1, then A0 H Co A C1 and F1 V F2 ~- -~C0 V -~C1. Applying (18) to C 
we get 

b(Ao v B) <: b(Co A Cl)V [- Ao v B (21) 

By (19) we have V A0 V B, so b(Ao V B) < b(Co A C1). On the other hand, we have 

b(cl) <_ b(Ao V-~(A~'I)) (22) 
< b(~(AP1)) (23) 
< b(Co) (24) 

Inequality (22) follows from (20). (23) follows from the properties of NOP. (24) 
follows from F1 ~- -~C0. Thus b(C~) < b(Co), so b(Co /~ C~) = b(Co). 

By put t ing (21) and (19) together with the above result we obtain that  b(Ao V 
B) < b(Co) < b(Ao V B), which is impossible. This contradiction concludes the 
proof. [] 

8 C o n t r a c t i o n  G e n e r a t e d  by N i c e - W e l l - O r d e r i n g  Par-  
t i t i on  

A very important  problem in studies of Belief Revision is computat ion of re- 
vision and contraction operations. The approach based on nice-ordering partit ion 
or epistemic entrenchment is suitable for modeling these two operations, but not 
for comput ing them, even though both K and F are finite sets. Nebel (1992) [21] 
introduced a constructive approach to specify his base revision operation. In this 
section, we will use his method for reference to attack the problem of computat ion 
in the general framework of belief revision. 
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D e f i n i t i o n  8.1. 
nition 5.4) and F an arbitrary set of sentences. 
contraction, as follows: 
i) If  F is inconsistent, then 

ii) I / F  is consistent, then 

Let E = (K, P,  <) be an N W O P  of a belief set K (see Deft- 
We define K O F ,  called N W O P  

K O F  D el K 

KO F D e l  N K J~ F 

T h e o r e m  8.1. Let E = (K, P ,  <)  be an NWOP of K and F an arbitrary set of 
sentences. Then 

K(~F = g 6 F  (25) 

Proof. 'C'.  It is trivial for the case when F is inconsistent or K U F  is consistent. 
We may suppose that  F is consistent and K U F is inconsistent. Let B E K O F .  It 
follows that  B E K and there exists A E K such tha t  F F -~A and 

VC E K(A F C A F F -~C ---* (b(A V B) < b(C)v f- A V B)) (26) 

We need to show that  B E K ~ F .  Assume that  B ~ K G F ,  that  is, there is A E 
K ~ F s u c h t h a t  B r B e c a u s e A  E K 2 _ F , - ~ A V B  E A, or A V B  r Let 
b(A V B) = q. It follows that  A<q U F U {A V B} is inconsistent. So there exists a 
finite subset F of F such that  F F -~A and A<q U {A V B} ~- -~(AF). Tha t  means 
-~(A/~) E K and b(-~(A/~)) _< q. Let C -- A V -~(A/~). Then A F C and F ~- -~C. By 
(26) we have 

q -- b(A v B) < b(A v -~(AF')) _< b(-~(A/~)) or ~- A V B 

Both of them are impossible. Thus B E K O F .  

'_D'. It is trivial for the case when F is inconsistent or K U F is consistent. We 
suppose tha t  F is consistent and K U F is inconsistent. Let B E K O F .  We need to 
show that  B E K O F .  Suppose that  B ~ K ~ F .  It follows that  

VA E K(F  ~- ~A --, 3C E K(A ~- C A F F- -~C A b(C) <_ b(A v B)A V A v B)) (27) 

Because K U F is inconsistent and < is a well-order over 7 ~, there exists p~ T~ 
such tha t  p0 is the minimal element of set {b(A) : A E K A F F -~A}. Let A0 E pU 
where F ~- -~A0. For any A E K ~ f  F,  by B E K O F ,  we have that  B E A, i.e., 
AoV-~B ~ A. Thus we obtain that  AoV-~B ~ U K  ~ F .  Let b(AoV-~B)  = p .  
If there exists A E K ~ F such that  A<p W {A0 V ~B} O F is consistent, we can 
construct  a set A' e K ~ F such that  Vq < p(A a = Aq) and A0 V -~B E A'. But 
Ao V -~B E A'  contradicts to Ao V ~B ~ U K ~ F .  Therefore, for any A E K ~ F ,  
A<pO{AoV-~B}UF is inconsistent. It follows that  there exists a finite subset ~' C_ F 
such tha t  F' F-~A0 and A<pU{AoV-~B} ~- -~(A/~). So -~(A/~) E g and b(-~(AE')) < p. 
On the other  hand,  because A<p F (-~A0 A B) V ~(AF'), b((-~Ao A B) V -~(AE')) < p. 
We conclude tha t  

b(B v = b((-Ao A B) V A0 V -~(AF)) 

= b((-~Ao A B) V-~(A/~)) 

< P 
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Let A = -~(A_P). Since F I- ~A, by using (27), we obtain tha t  there is Co E K such 
that  

A ~- Co A F ~- -~Co A b(Co) <_ b(A v B)A ~/ A V B 

Hence, b(Co) < b(A V B) = b(~(A/~) Y B) < p. However, p = b(Ao V -,B) < b(Ao) = 
p0, i.e., p <: p0, so b(Co) < p0, which contradict  the construct ion o f p  ~ [] 

9 Appl icat ion  to Default  Logic 

In [21], Nebel extended Pool's theory formation approach and Brewka's level 
default theories to ranked default theories (RDT).  A RDT A is a pair (:D, $'), where 
:D is a finite family of finite sets of sentences interpreted as ranked defaults and 9 c 
is finite set of sentences interpreted as hard facts. Nebel showed that  there exists a 
tight connection between belief revision and finite ranked default theories. We now 
t ry  to generalize it to the general case. 

A default theory A = (D, F)  is called nice-well-ordering parted default theory 
(NWOP DT) if there exists an NWOP, E = ( D , P ,  <),  of D, where D is a set of 
defaults and F is a set of propositional sentences, interpreted as hard facts. 

A set of sentences E = Ca(( U Rip) u F) is called an extension of A if for 
pE'P 

all p E P ,  P~ is the maximal subset of Cn(D<p)\R<p such that  ( U Rq) O F is 
q<_p 

consistent 4. 
Similar to [21] we call a sentence A strongly provable in A, denoted by AIM A, if 

and only if for all extensions E of A, A E E (see [21] p.74). 
L e m m a  9.1. 

N N 
AEK~,F AEK~,F 

Proof. The direction 'D' is obvious. For the other direction suppose that  K U F 
is inconsistent. Then  there exists a finite subset F' of F such that  -~(A~') E K. For 
a n y A E  N ( A + F ) , i f A •  N A + F , - ~ ( A / ~ ) v A r  n A, i.e., there is 

AEK.~F AEKIJ, F AEK~F 
A' E K ~ F such that  ~(AF)  V A ~ A'. Hence A 'U  {~(A/~) V A} U F is inconsistent, 
i.e., A ' U F  k AFA-~A, or, A ' U F  ~- ~A. On the other hand, by A E N ( A + F ) ,  

aeK~F 
we have A E A ~ + F,  so A ~ U F k A, which is in contradiction to consistency of A ~. 
[] 

T h e o r e m  9.1. Let A = (D, F) be an NWOP DT, and E D = (D, ~ DO, F)  be an 
N W O P  of D. Let K = Cn(D) and E = (K, '~K, <g) be the N W O P  of K induced 
by F~ o.  Then for all sentence A in L, 

A ~  A iff A E K ~ F  

where K ~ F  = K O F  + F. 
Proof. It is sufficient by Lemmas 5.1 and 9.1 to show that  

{E I E is an extension of A} = {K' + FI K'  E K ~[ F} 

4 Here the construction of P~ is different to Nebel's. Rp need not to be a subset of p. 
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which follows immediately from the constructions of extension of an NWOP DT and 
K ~ , F .  [] 

Makinson and Gs in [19] showed that the postulates for belief revis ion 
can be translated into postulates for nonmonotonic logic. However, as they pointed 
out, the idea of infinite revision function would make better intuitive sense. In fact, 
if we follows their ways of translating FIN A as A E K ~ F, then it is easy to show 
that the nonmonotonic inference relation ]~ satisfies all of the Gabbay's postulates 
for nonmonotonic inference: 

1. F, AI,.~ A (reflexivity) 
2. If Fl-~ A and F, A[,~ B then F ~  B (transitivity) 
3. If Fl~ A and F ~  B, then F, AI-~ B (restricted monotonicity) 

We will discuss this topic in a separate paper. 

10 C o n c l u s i o n  

We have extended AGM's system of belief revision to a more general framework, 
in which we are able to deal with the revision not only by single sentences but also 
by any sets of sentences, especially by infinite sets. We have introduced the notion 
of nice-ordering partitions to characterize belief revision, which seems to have a 
better intuitive sense and is more computational than epistemic entrenchment. A 
computational-oriented approach to deal with belief revision has been given. A 
general framework for belief revision will provide us with more room to study the 
relationship between belief revision and nonmonotonic logic as we done in the last 
section. 
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