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1. Introduction 

There have been some approaches made its aim being to grasp scion- 
tifieally the social and psychological phenomena, by quantifying the qualitative 
data, but there are few that rest on the theoretical foundations reliable from 
the methodological point of view. Moreover, the quantities given to quali- 
tative data by these approaches are quite optional. 

Quantification should be done only for the purpose of sohdng the 
concrete woblelns. In  other words, quantification should be made from 
the best point of view and by the most reasonable moans that may answer 
our purpose,' as we wish either to acquire some reasonable -knowledge on 
somethillg or to m.~ke reasonable, effective and positive criteria how we 
have to act or behave ourselves in m a n n i n g  some affairs. Moreover it also 
must be proved from a scientific standpoint that quantifications made can 
give useful conclusions. Thus it nmst be said that quantification has no 
absolute meanin~', but only rolati~'e and ftmctional meaning to.our purpose. 

Remarkable results concernirtg quantification problems have been obtained 
by Mr. Gutt.man and Mr. yon Nemnaml ; scale analysis, iiltensity analysis, 
paired comparison, and theory of g'amos. In  Japan, there have appeared 
a few interesting rcsoarchds concerning the quantification problems. In  this 
paper, the quantification I,roblem is considered from the point, of maximizing 
the precision of prediction of social phenomena in the sense of the theory of 
probability. The prediction of the soci~d pr'ognosos of criminals (the predic- 
tiolt of parole outcome) has boon taken up as an example. The g~noral and 
lhooretica] cbnuiderations an'd the practical method of quantificatiort will 
be dis cussed below. 

II. Parole Prediction 

There is a regime that a criminal who has finished more than ono-tlfird 
of his term may be parole4 who11 he is i~airly educated and is recognized, 
as the result of investigation of his career and behaviour in the t)rison, not 
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to commit  a crime again1 in society. The method curreutly adopted in 
reasoning ire'elves m a n y  questionable points. 

We proceed in maximizing the precisioxl of prediction, that  is, the success 
rate of prediction, in other words, the rate the prediction "he will be good 
or bad in prog'aosis " turns out to be true, by quantifying the qualitative 
results of investigations. It  is here the problem of quant.if)~l~g the quali- 
tative data arises T 

What  arc the conte~lts of mlrrent, irlvestigations ? The eol~tonts consist 
of lhe items concerning" the fi~ctors that  are co~tsidero4 to be useful from 
various analyses of past data irt predietiolt of a criminal 's  progtlosis in  
the society. For example, physical alx[l hereditary evideuees, character, 
family life, oceupatiou, circumstances, economical life, etc. But h u m m l  
relations are nmeh  too complicated ~o be judged merely by these rather 
superficial Nctors. They mus t  l)e colltemplated from a higher point of view 
and we have adopted the factors emerging from these considerations. For 
example, the growing pattern of'~ criminal, to the present from childhood, his 
behaviour in prison, his psychological state in the offence au(l concerning 
the victims, feeling.~ in prismt, desires, interest, attitude towards the society etc. 

As the reslflts of the illvestigations ou the ~aetors we oblain tlm rea(: 
tions of a criminal in every item. Ill qualltifyillg these reactions, we predict 
a criminal 's  prognosis. The problem now is to quautiI)- these reactions, 
and to synihetize the quantities obl'dned, in order to maximizing ihv su(.(.(,ss 
rat(; of pro, diction. 

We repeat agaill that  our a im is to maximize the success ratio of parole 
prediction ],y repl'esenti1~g it in  terms of probability front the collective theory. 

III. Praetical Method of Quantifieatlons 

Let group A, B be respectively the crimimds who are good i~l proglmses 
am! b.ul. We investigate every one of groups A, B. After this we quanti 5" 
all the reactions i~l every item. 

Now suppose that  every reactiort has beml quantified, l~'very one ilt 
A, B has a quanti ty which, as it wore, syalthetizes his reactions ill all i tems 
of investigation. This quantity is a weighted total value of ihe quan.tities given 

Fig. I Distributions of values in g~'oups .1, B, 
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to his reaction in each ilom. For conveniellt,e, we shall call this quantity 
a "~-alue." Every one has only ollo wflue. 'l'lmn the distribution of l.hese 
valnes itl A and B respectively are observed. (see Fig. I) 
F rom these distributions the criterion will be ,mute whether we ea~ parole 
�9 ~ criminal or not. 

The method elnployed caaaof be said the best. I',ut it call be rccog,fizod 
as the first step of sueeesivo approximation towards the goal in formulating 
�9 ~ scheme necessary to solve problems invelvirLg complicated phetmmelta 
and attempting to construct practically the most effective predieiiou formulae 
'rod the most reasonable criteria of judgmmtt. 

Now suppose that the distribution of values ilt group AmM B is obtained. 
We interpret the distribution of values ill group A or B as the distributioll 
function, strictly speakilxg, the probabili b" delasity flmetiolx in populafiml 
A or B, constructed by investing eu on,, fi'om group .4 or l; an e,pufl 
santpling' probability. 

'J'hml we nse the theory of lli(.]lard u Mists. Lot x be a label of 
populatiol~ represemed by a real nulnbcr. (~onsicler, m~mbcr o[" pOlnfiaiious, 
the probability density fimctioa being 1),(.c), p_,(:c), .-.,/),,(x), respectively. 
We treat the problent of determining the polaflaiion the observed \ 'a lue a' 
belonging to. l?or example, we consider three populations A, B and C. 
Let the probability do~:sit.v fim(.tions of the populations A, 1~, and C be all 
Gaussian with the me.ms 75, 511 and 25, and with the standard deviations 
4 , / : ~ ,  S v / 2  and 1 2 s / 2  respectively. Now if we obtain :~ = 45, which 
],opulatioa A, B or (.' shouhl we consider this to belol~g 1o? We have e"i; 
of confidence, (the central point of the v. 3[ises' thouglfl is to maximize 
this percentage of confidence) if we set the criterion: 

-c bigger than ,,. belongs to A 
z smaller than ,t, belong's to C 
:c between them belon/s  to II 

i ! 

~t5 ~o r/5 

Fig. 1[ 

We consider our parole prediction as follows. Lot A be the group of 
lho ones with whom the parole succeeds, aml the label be the value~ the 
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weighted total score r~f all the factors melltioned. Each individual is con- 
sidered to be drawl1 at random from the .aTOUp A. The sequence of individuals 
drawn is considered to form a " collective " with a distributioll p(.~). A is 
considered a populaiioll i~a this standpoint. That is lo say, the population 
A is considered lo have a dcnsiiy fro:ellen p ( x ) .  Similarly, B is a popula- 
tion of the failures group ia  parole wiih the disirilmfion of the total score 
of factors ff(.~'). Thai. is, the total score of factors of the fidlures llas a density 
rum.lion q(.~). Now, our problem is to predict which class, A or B, a 
criminal h'avi~lg iho lotal score :r will belong |o, and to I'~ko measure of its 
confidel~ce. 

We give ordy the result of this t.heory. 
Definition: TI,,  success rate' is the probability to obt'~ill the rigllt 

result wllml we NYo a definite proposition.--tim l,robability to judge what 
belongs to A to be A. 

N o t a t i o n  : I ~ t  

P,. ----- f p (x)  <t:c v ~--- 1, 2, 3, ""~b 
% 

where R,, is an interval ~1" variable :c, and do(,s J.,l .vcrlap a.nd ~L R,,= 
t,=l 

w].,l(, interval. P., is the 1,rol,ability that tile variable of the populatioll ,~ 
belongs to R,.. 

P ropos i t ion ;  ])ivide the whole space into .~; i~ltervals so th'~t P,,'is 
all the same, P. '.l']~ca we ob|ai~ a~ optimm~ result, and consequeafly 
a hig], success rate. il'he success rate is then equal to P. 

()mitring the proof, here we cow,sider the above example ((,lass A, B and 
C). IVo have only to determine v, ,;, so that 

{'" 1 o. p' .... ~.,~ " _ - ~  1. ( r - m l r  

P = �9 ,S. / 2~  G., ,S,/' 27z" G B 

t (~ _ mt,-)'2 

wl,ere 
~ K  

' I l l  A ~ I . ) ~  

'm;~ = 5 0 ,  

9;le = 25 ,  
t ,-  

�9 o � 9  I~_ this way we .~et ~t= 111,,v=40. 
:J(~.l ~.,~. 

Similarly l_ia the l~,~role 

O" A ~ 4 %/'~-~) 

o'~, = 12,,f2. 

In Ibis c.~so the success ralo P is 

prediction, let A have a density fmwtion 
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(x - 11152 .1_ ( r - -  m ,~2 
1. c- :~'-' aud B a doi~sity c '-'~,'" 

.v/2~ o- .V'2rr o-' 
to determine :co so that  

11';,>,-("'-"-',,"- d,c = .1. f " o  

The Yaluo of" xo is givort i,1 the form 

;L: n - -  "71#, _ _  ,'lJ o - -  9 ib  # 

,0" 0 " t  

91 l ,G"  - t -  ' l it '/o" 

0,- _l_ G "  

The op l inmm ,livision. is 

(i - nt ,~) 2 
C "-'r d.6 

Now wo consider  ]tow to dotcrmitm p(:r) ,  q(:~) or lhu t ,opulaliott  A an,l 
B respectL'oly. In  order to solve tiffs ]~roblem, we sot the  Ccntr'fi 
Limitting Theorem.  

T h e o r e m  : A~, A%, ..., .V,~ be i,ldepcl~dcnt ral ldom variables (collectives) 
wilh the means  'm,, ~n~,---, .m,,,. arid with the slaEdard doviatious r o-._,, ..., r 
W e  consider  

+ & + G + ... + -\:, 

N = + + . . .  + 

( i )  S;~ .is tim yar ianco of A, 
(i i)  Lc~ each .V~ be bounded  l-\,l  ~ A. 

'J'ltc d is l r ibul iou  o f -  ~=~ tends 1o (J.mssi.m dis t r ibul iou as ,, ilt- h' k2 #1 
t'I'CI~SUS i~ltd --2t d e c r e a s e s ,  i . c . l . h o  d i s i , r i b u l i o t t  o f  X t e n d s  to  t i m  (_huissian. 

&, 
distribuiiort  with the lnOaE (.mj + m,~ + ,-. + ,m.,,) and with the variallco b',~. 

h~ our ease, A~, X2, ..., A,~ are givel~ f rom each factor. Now eortsider 
the populaf ioa  A (in wh ich  the parole has succeeded and  will succeed with). 
The only -knowledge about  A is that about the palores whoso prognoses were 
good in  the  past. Consider  A hero not  as the  object of the survey but as 
a theoretical  model.  Later  on we will trea~ the problem of practical  

p =  1 c-  '-' (It. 

it+o-, 

will fail wi th  him.  
I ts  success rate is 

W e  judge  that  a c r imimd l.wil~g .,, "vah tc  " h i g h o r  thtm x,, belongs to A - -  
lho parole wiU succeed wilh him---lower thlm x0 belongs to B - - t h e  parole 
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surveying procedure. 
We give numerical values (qnnnfitivs) to each category of a fimtor (an 

i lem)--tbr  example, if n. factor is ~dmul parents, tim categories will be with 
parenis, with m~ly t~ther, wilh oldv mether, without pare~is respectively. In 
some cnses, N has characteristics 0, 1, 2, "I and its distributions are a, b, c, d 
rcspeclively. In this way, we give a random variable attached to each 
tlmlor. I~1 flint, , ,  b, c, d are nnkown, but  eml be estimated from the sample 
value. 'l'hus X = A'~ + A',, + .-- + .X~, is considered as a random variable 
respecting the total score of the factors. 

I~or com-enimlco, we suppose that . \ ; ,  . \~,- . . ,  -\,~ are independent. '.l'he 
dependent case can be treated ia  the santo way. I~1 our case, ~\~ is bounded 
clearly from the quantifiealion, o-~ is positive and their sum increases as 
,J~, increases. '.l'hen the distributimt of X lmtds to Gaussial~ dis~ribuiiolt 
with the mean ( ~  + ~,., + .-. + ~,,,) and lllo variance N,~ ~ from the above 
theorem. Thus, the distribution of A is .~pproximately con.sidered as a 
Gaussiau distributiom 

Similarly, the total scores of B \ a y e  a Gaussian distribution. 
~l'he discussion given above is limited to a model pepu!atien. Now we 

shall discuss the al,plieatio~t of this modal to practical eases. Our klmwledge 
concerning A .rod B is confined to the past. (sample). A and B are the 
populations in wMch the parole sneeocded aud will succeed, and Niled 
mid will fi~il, respectively. 'l'he problem of predietioa is based on this 
assumption, that is the assuntptiol~ that the analyses of the past calt be 
used for prediction of the future. If  the past and the future is difformlt 
fl'om each other (does not belong to the same populatiml), prediction is 
impossible. In  our case, the predictioll of the future is based o~ the 
assumptimt that the ,,past and the future has the same distributim~. The 
]~lausibility of this assumption is provided from past experience. Of ecru's% 
we ~1o 1tot make prcdietimt today from the data obtained 20 years ago. 

We lreat this problem supposing that tlm data obtained in the past 
abou t .  [ an d B are random samples from the populatimls A and B respecliYely. 
A.flcr obtaining the mmmri(.al values mentioned abov(; of the random 
sanlples, we nmst cmtsidor its confidence. 'Phe lmmber of available data 
t.hmt becomes important. In other words, the total amount of the past 
data must be large eneuglt to be reliable in tllo light of sampling theery. 
~,f smnpling timer3-. Herr, we do not disvuss ~,.bout this point. 

'l'h(,n we nmst. examine the distribution of the total score of the factors 
mentioned ill the past data. For this purpose, we adopt the idea of the 
testillg hypothesis. Supposing that the populatimx distribution has Gaussialt 
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type (theoretically g'ainod ia  this  case), X'J-test is used. I f  this  hypothesis  
is not rejected, we may well consider the Gaussian distr ibution as the 
populat ion distributions. 

I f  there is no difference botwoert two populations A and  B, we ear~ not  
predict an)4.hing. Then we mus t  take up the effective t~actors for the pro- 
diction, and quant i fy  them and consider ]low to comlect them to differ 
from oac]~ other as nnw]~ as possible in. the test. 

Firstly,  apart from quanlif ieation of factors we have considered the 
me |hod  of jn,l.gin~ the t,o],ulatiorh the sample point belongs to -I or B 
and how to maximize tlm success rate ment ioned above. Next we consider 
how lo quant i fy  the factors to obtaiu the success rate. 
l - s t  s t ep :  To quant i fy  the ,/-th factor, lot the quantit ies of categories of 
this  faetor be, for ,xmnpb,,  er, fl, % 3, population A has thou a dis t r ibut ion 
P,,, Pc, 1~,, 1)~, (o/), pOlnllatio n B has a distributiol~ % ,  qo, q~, qa (~ F rom 
this we m a y  obtain tlm moan and variance of the factor ~i. 

Now, consider the problem of determining', a ,  fl, % 3 maximiz ing  the 
diflbrenco of means undc.r tim condit ion tha t  the variances (of the population 
A and  B) .,ae fixed, for example, equal to 1. We have to determine a , /~ ,  
% 3 mm~lualy assmniil.~" the sum of two means, or t lie mean. of A or B to 
be zero. Thus we ~luantiflv the categories of the fi~etors hy the above method, 
without  o.ivin~ 0, 1, .-. a priori. The obtained ramlom Variables of the 
pof,ulations A and B call be then expressed by  X;, l~ and  their  means by  
~h, ~.;'- Irt practice, p~, p~,p~, Ps ; q~, q.~, %, q~ ; *J~;, m,.' Call be estimated from 

the yalno of the past. 
2-nd s t ep :  We cousider not merely total score, but  the score 

X = a.,V, + a,.,.~ + -.. + a,~X, 

I ' =  a.~ I~ + a., 1~ + ... + a,, lq,, 

where ~ a; = . ,  and a; are wei.a'hts. 
I n  this  case we obtairt 

the moan of -\" = a,,m~ + a.,'m~ + ... + a,,dJ~,, 

the mean of 1 " =  a~,m/ + a.,~,,: + .. .  + a,3a,, 

lho variance of X =  a~ + a~ + ..- + a~, 

the variance of Y =  a~ + a~ + .-. + a~, 

(for the variauees of -\~. and  t~. arc 1 by  the assumption).  

The dis tr ibut ion of X and  I r tends to the Gaussiarl dis tr ibut ion as ,n, 

in creases. 
I t  is reasonable that  we determine the weights (a~, a.,, ...a,,) to maximize 
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od ill the  form 

1g- the success rate of v. Mises (correct  j u d g m e n t  rate) ,  P = ~__~ ..... 

tha t  is to min imize  ~ld -- q,, tha t  is, to max imize  ~ l , -  q~d 
o- + o" ' o" + o" 

I ~ t  

,..,/a.~ + . -~- a ,  

' t i l l  - -  O l l t '  = ~ i l  

we have ol f ly  to max im ize  

a l l  I + . . .  + a,,1,, 
f = .7/} 4 -  § 

Fo r  this  pltrpose, unde r  the (.ouditiou of 

~ i  ~--- 'll~ 

w e  s o t  

so we oct, tile noxL relation, 

o r  

~'f -- 0 (1,=l, . . . ' l l)  
Da, 

( I  I ~ ~I 
11 + "'" + 1,, 

lg 

e -  '-' d t ,  

O,+O.t 

- -  cars be express- 

(l i 

Satisf3dng this relation, we ob tmu the m ~ x i m u m  suceoss rate. This  is t]Jo 
second step of quantification. Us ing  thi,~ we quant i fy  tim faetors. 

S mm na r i z ing  the first iwoeoss, llle second i,roeess and  the last proposit ion,  
we oral say as follows. 

(1) At. first we calculate the score of a crimirml : f rom the nex t  formula.  

.': ---~ a lZ l  + d..,Z2 "-I- " '"  + d . G , .  

(2) The n  we determilm to which  populat ion,  A or B, this  z belongs to. 
h order  to judge  f rom which  popula t ion  z is drawn,  we proceed as follows. 

Compar ing  this  z with x,,, we see whieh  is greater  t h au  the other, where 

= + + 

* t 
911 = [t3' / / l  I + (t.2?)l 2 ~ . . .  ~ ( In 'D in ,  ' I l l  t ~ al , l l?, l  t ~ -  (i.2911.2 t - ~  . . .  ~ -  r ng~L o , 

.~ = . '~ = a~ + a-', + . .  + (d,. 
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As z is greater than % z belongs to A~ and vice versa. 
(3) Then the success-rate is given as 

P - -  ~ J 2 r t  . . . . . .  ,_ c-'-' ' '  dt, 

o '+o ' ,  

w]noro 
'm.' - -  ' m .  .1. + ~' ~ v / ~ b .  

theretbre 

~hml we obtMa the values of a , ( i  -- 1, 2, .--, n) by nlaxinfizing the above 
formula under  the condition s a~ = 'm In  practice the case is usuMly 
dependent. 

It may be sometimes very effective for parole judgvntent to m'~ke up 
singular complex factors combining two or more factors. 

In  the above process we mentioned the idea of "v.  Mises' Optimum." 
We shall now consider ttlis " Ot)tinmm." The above mentioned 

,% 

Thus, the ,luantification is not done abstractly and generally, but shouhl 
be done with the propositon required in each case in mind, -rod we may 
got l:)rofitable qu'mtifications for the prediction. 

In  the practical use of these processes, the sampling nmthod may be 
applied, and the populati.on, values of this quantification and detcrnfination 
of criterion is estimated from samples, in which confidence degree of 
estimation has been considered, but this problem of error is so complicated, 
that now we shall not refer to it here. 

In  the above method, we have set X~, A%, ..., A',, mutually independent, 
for the sake of convenience. I f  they are dependent, we may th ink  as 
follows. Let tim correlation-coefficients betwem~ .~ and Xj, Y,: and Yj be 
equal to p~j. ~hxd let 

X = (t,.\'~ + o.~X= + ..- + a.:\.~ 

Y = a~l'% -F a2I% + . . .  -k a,,Y,, 
In  this ease the (~ontral Limit Theorem stands sindlarly under eortaJxt 

9 

conditions. The variances mr, ~r" of X and Y are then 
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is the probability of the ,~-th class appearitlg in R,,. 
Suppose that we have, in the first N trials of the infitfite soquo~co, 

N,, ones belong to the v-th class. I f  only ones having label z falls in P,,. 
are judged to belong to the v-th class, in those N,. trials we have ~ ( P ,  + 8~) 
trials belongillg to the v-th class, where 8,. ~ tl as N, ~ co. Their i1~ the 
N trials the nmnber  of right judgement  from observed values is 

_N~(P~ + ~ )  + ... + N . ( P .  + ~,,) 

mid in this ease 

+ e d  + ... 

From this, the ratio of 

SO 

: r - -  l i t  s 

,b' = dt + ( l  - (2 1 

ly 

.Front l,his fornmla ]el, us liud :v maxin,izil~g N. 

Now 1ol, 

1 j~ . r  (r ,-m,) ~ - 
P~ = ~g2~r o-' c '-'~'= d.~' 

f x  ~' (r-m)~ 1'., = 1 c- ~'-' d:~ 
,%./~ 7g O" 

c- " (tt 

When N ~  oo, 1u co ; so when N ~  co, ~ 0. 
right judgement is seen to be equal to 

1_. (NP~ + "" + .N.P.) 
N 

']'his /u is unknown. Lot P,,,i,, =/l'/,i~, P~. To minimize the above formuh~, 
or the ratio of right judgement, it is lleccessary that N,,,;, = N and N; = 0 
(,i :~  v). Thin1 this value becomes P,.;,,. Ulxder this consideration, the 
proportion of right judgement nmst  be equ.fi to P,, , , , .  By maximizing this 
P,,a,,, the optimmn result, is obtained. ~\rholl ,u is unknown, we have 
to employ the above process. 

Next let lira N, = (L. be k~mwn, h i  this case,, we a s s u m e  Q.t and Qn 

( =  1 -  (-2a) of A and B respectively, arc known:  in othgr words, the 
ratio of parole-fifihu'o (Q~- - (2 )  is known. Then the right judgenmltt 
ratio is givelt by 

,b'= Q,~Z-',, + ( td l t  - - (~Z;~ + ( _ l -  (2) P., 
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wlmrc 

o- ' -  + - -  

L : :  l()g,. (2 o" 

I f  lot o- '=  r x is given l~y 

+, , , ' )  § 

.l~y v. hliscs' 1net.lind, :~; is give,  by 

2 Lo "~ 

2 L = O  

1. (., ,  + ,,,,) 

Comparin~ tim succcss-ra|c of these two cases by |he graph, we era1 easily 
see that the former is more effbctivo tharL the latter. The former is thus 
more 1rueful i~l practice. 

Profit~'{blo results ntay be obt,~il~cd by troatit~g practical c~scs on the 
basis of this theory as %llows. The quantification of the first and second 
process arc the same as botbre, am] we calculate 

From ibis, determining the distribution-type (type of populatiml) aild calcu- 
latir~g the me,~n mid gtaudard cloy|at|m1 and then under this type of 
pol~ulation character|sing tim two groups, we determine tim der iding point 
and success-rate. If  the distribution type is regarded as Gauss|an type 
(pcrhal-)S it will be lho usual case), our discussim~ ca~ be applied directly. 

IV. Complclnents 

As is seen fi'om this process, quautificatiml is dcpe~tdcd upon tile quality 
and munber of adopted tatters, .the variety of populations, the method of 
treatment, and the ldm[ of conclusion that we want :  therefore the qumlti- 
fications is very functional. 

h~ this paper we have discussed a method of quautification front tim 
t,rcdiction'fl poi~tt of view. Many other useful quantification methods are 
bcil~g considered, using simih~r n/e~hods. 

V. Comlflenlents 

Moreover we call wi, lml the field of population, and generalize 

prediction sland point. 

o u r  
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For itlst'mcc, at the time t. let the condition1 of our population be E, 
and in this case the me/hod of prediction be 1"~ symbolically. Now we 
assume that the condition 1~ is predicted with .~ reliability, theft we may 
predict F~ by analysing E,, l,] mid /~. 

I~ this case, the success rate will be estimated under a certain degree 
of confidence. 
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