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which are based on stanstical learning theory
presented by Vapnik {1999) SVMs have recently
attracted a great deal of interest in the machine
dragnostic commumnity for their high accuracy and
good generalization capabihity {Burges, 1998)
The main difference between ANNs and SVMs 18
in the principle of risk minimization ANNs 1n-
corporate recursive zlgotrthms that adjust system
parameters such as weights during the learning
process These algorithms adjust system parame-
ters based on a risk function such as empitical
risk mimimizatnon (ERM) During the learming
process, the SVM uses a risk function known as
structural risk mimimizanon {SRM) which has
been shown to be supenior to ERM The ERM 1s
based just on mimimizing the error of the tramming
data itself If the tramning data 1s sparse and/or
not representative of the underlying distribution,
then the system will be poorly nained and hence
have Irmited classification performance (Vapnik,
1992) The SRM allows the algorithm designer to
take into account the sparseness of the data and
minimizes the error of the upper bound of an
expected risk The difference 1n risk minimization
leads to better generalization performance for
SVMs than ANNsy

SVM-based classification 1s 4« modern machine
learning method that 1s tarely used in fault diag-
nosis even though 1t has given superior results in
image 1dentification and face recognition (Osuna
et al, 1997, Burges, 1998) The possibilities of
SVMs using bmary classification 1in machine fault
detection of damaged gears (Jack and Nands,
2002}, rolling element bearings (Samanta, 2004)
and reciprocating compressors (Yang et al , 2005)
are being attempted only recently There are still
himited applications in ‘real’ engineering situation
using the technique One of the reasons for the
low popularity of SVM 15 essennially a two-class
classifier, whereas formulations of other classific-
ation structures ke neural network classifiers
allow strayghtforward extension to muli-class
classification problems which 1s often faced 1n
fault diagnosis A direct multi-class extension of
SVM usually leads to a very complex optimiza-
tion problem and tedious computations There-
fore, multi-class problems are often sclved by
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training several binary SVM classifiers and fusing
the outputs of the classifiers to find the global
classificauon decision (Suykens et al , 2002)

The goal of this paper 1s to present a fault
dragnosis scheme based on multi-class SVMs for
a rotating machmery This paper offers a com-
parison between two kinds of algorithms, the
SVMs and ANNsg such as the SOFM {Yang et
al, 2000a), LYQ (Yang et al, 2000b) and RBF
{Yang et al, 2002) Samec data obtamed fiom a
fault sitmulator weie used to tramn and test these
algorithms

2. Support Vector Machines
(SVMs)

SVM s a relatively new computational learn-
g method based on the statistical learming theo-
ry presented by Vapnik (1999) In SVM, original
mpul space 1s mapped into a high-dimensional
dot product space called a feature space, and 1n
the feature space the optimal hyperplane 1s deter-
mined to maximize the generalization abilsty of
the classifier The optimal hyperplane 1s found by
exploining the optimization theory, and respectuing
msights provided by the statistical learning theo-
ry For detailed tutorials on the subject the reader
can refer to references (Vapnik, 1999, Burges,
1998 |, Muller, 2001) and references cited therein
In this section a brief outline of the method will
be described

2.1 Binary classification

The SVM attempts to create a line or hyper-
plane between two sets of data for classification
In a two—dimensional sitnanion, the action of the
SVM can be explained easily without any loss of
generality Figure | shows how to classify a series
of points into two different classes of data, class
A {arcles) and class B {squares) The SVM
attempts to place a linear boundary represented
by a solid hne between the two different classes
and ornents 1t 10 such a way that the margin re-
presented by dotted hines 1s maximized The SVM
tries to orient the boundary such that the distance
between the boundary and the nearest data pomt
m cach class 18 maximal The boundary 15 then
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the projected conjugate gradient algorithm 1o
solve the SVM-QP problem. Sequential minimal
optimization (SMO) proposed by Platt (1998 is
a simple algorithm that can be used to solve the
SVM-QP problem without any additional matrix
storage and without using the numerical QP
optimization steps. This method decomposes the
overall QP problem into QP sub-problems using
the Osuna’s theorem to ensure convergence. In
this paper the SMO is used uas a solver und de-
tailed descriptions can be found in Platt (1998),
Smola and Scholkopl (1998]), Burges [1998) and
Keerthi and Shevade (2002).

3. SVM-based Diagnosis System

3.1 System structure

The block diagram of a multi—elass SVM based
fault diagnosis system is shown in Fig. 4. The
system consists of three sections: data acquisi-
tion, feature extraction and selection, and train-
ing and testing for fault diagnosis. The raw time
signal is obtained from the Machinery Fault Si-
mulator shown in Fig. 5. The features ol the data
are extracted through the discrete wavelet trans-
form and leature extraction algorithms (Yang et
al., 2004a). Wavelet trunsform is more eflective
than FFT in terms ol data compression and 15
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highly tolerant to the presence of additive noise
and drilt in the sensor responses. Feature selec-
tion technique is applied to rank the importance
of input features from the extracted features.
Finally, the SVMs are trained and used to classify
the muchinery faults.

3.2 Data acquisition

Experiments were performed on a small test rig
(Machinery Fault Simulator) shown in Fig. 5
which can simulate most of faults that can com-
monly occur in a rotating machinery. such as
misalignment, unbalance. resonance, ball beur-
ing faults and so on. The machine has a range of
operating speeds up to 6000 rpm. The fault simu-
lator has a motor, a coupling, bearings. dises and
a shaft. In this work the fuults to be analyzed are
the bearing faults and structural faults such as
unbalance and misalignment. The faulty bearings
used in the experiments were rolling element beur-
ings with a damage on the inner race. the outer
race. ¢ bull and the combination of these laults,
respectively. The parallel misalignment and angu-
lar misalignment were simulated by adjusting
the height und degree of the simulator base plate
using thin shims. respectively. Adding an unba-
lance mass on the disc leads to mechanical unba-
lance. A total 8 classes were analyzed in this
experiment and detailed descriptions of the faults
are shown in Table 2.

Acceleration in the radial direction was mea-
sured by an accelerometer located on top of the

Fig. 5

Machinery fault simulator
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ting machiery, the success rate of SVMs can
reach 100%, while the SOFM, LVQ and RBF
networks were 93%, 93% and 89%, respectively
The one-agamnst-one SVM classifier usmng a
Gaussian RBF kernel shows superior perform-
ance 1n compartson with the previously published
classifiers and the one-against-all SVM classifier
The high performance of the SVMs 15 attributed
primarily to its inherent generalization capability
This allows the SVMs to be optimized based on
the amount of traiming data. SVMs hold signifi-
cant promise 1n the diagnosis of rotating machin-
ery due to their ability to give optimal perform-
ance with a linuted tramming data for application
m real industry
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