Studies in Gas-Solid Reactions: Part I. A Structural
Model for the Reaction of Porous Oxides with a

Reducing Gas

J. SZEKELY AND J.W. EVANS

A structural model is presented for describing the reaction of a porous metal oxide pellet
with a reducing gas. It is suggested that the pellet is made up of 2 large number of grains
and the overall rate of reaction is computed by summing the contributions of all these in-
dividual grains. The model thus incorporates structural parameters, such as grain size,
porosity (pore size distribution) and allows a quantitative assessment of the role played
by these quantities in determining the rate of progress of the reaction.

THE reaction of porous metal oxide aggregates with a
reducing gas is of considerable technological impor-
tance and has consequently received a great deal of
attention. A large proportion of these studies was con-
cerned with iron oxide reduction but many other sys-
tems have also been extensively studied.

Most of the investigators to data have interpreted
their results by using a suitable variant of the ‘‘shrink-
ing core model’’.*”® This model, sketched schematic-
ally in Fig. 1 is based on the assumption that after
some reaction had occurred the solid phase consists of
an unreacted core, surrounded by a reacted shell.
These two zZones are separated by a sharp phase bound~
ary where the chemical reaction takes place. As the
reaction proceeds, the reacted shell expands and diffu-
sion of the reactants and products through this region
may become one of the rate limiting factors.

The shrinking core model (model based on ‘‘topo-
chemical reactions’’) has been remarkably successful
for the interpretation of experimental results; in gen-
eral, the equations based on this representation de-
scribed the overall rate in terms of a *‘driving force’’
and three sets of resistances, namely:

i) Gas phase mass transfer.

ii) Diffusion of reactants and products through the
reacted shell.

iii) Chemical reaction occurring at the interface
separating the reacted and the unreacted regions.

Of these quantities, the gas phase mass transfer
coefficient and the rate of pore diffusion may be pre-
dicted, or at least estimated. The parameters charac-
terizing the chemical kinetics, however, have to be
measured experimentally. Indeed, the form of the rate
equation and the numerical values of the rate constant
served as the principal adjustable parameters which
allowed the matching of experimental and ‘‘theoretical
results.

While the shrinking core model has been very widely
ased, it suffers from two major shortcomings:

a) The important postulate of ‘‘topochemical reac-
tion”’, i.e., the existence of a sharp boundary between
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the reacted and unreacted zones is not universally
supported by experimental evidence. In the1r study of
hematite reduction, Gray and Henderson® found that the
reduced and unreacted sections were separated by a
transition zone, which contained both totally reduced
and only partially reduced grains. Sxmllar findings
were reported by Weisz and Goodwin® in their inves-
tigation concerned with the combustion of carbon de-
posits in porous catalysts.

b) Perhaps the most serious drawback of the shrink-
ing core model is the fact that structural effects, such
as porosity, grain size, and so forth, are implicitly
incorporated in the chemical rate constant and do not
appear explicitly. It follows that any measurement
made of reduction kinetics is necessarily specific to
a given material or even to a given batch of material,
and no unigue reaction parameters can be assigned to
a given ore or sinter. The shrinking core model pro-
vides little guidance on the role played by structural
parameters in determining the overall reaction rate.
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Fig. 1—Schematic representation of the shrinking core model.
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These apparent shortcomings of the topochemical as-
sumption prompted a number of recent studies,''”* of
which the work reported by Ishida and Wen'* is prob-
ably the most noteworthy. These authors regarded the
porous solid matrix as a homogeneous medium and de-
scribed the gas-solid reaction in terms of a ‘‘homo-
geneous rate constant.”” This representation led to a
diffuse reaction front but still would not allow the a
priori prediction of the reaction rates in terms of
structural considerations.

Finally, in a recent paper the authors proposed a
structural model™ for the reaction between a semi-
infinite porous medium and a gaseous reactant.
Through this model it was possible to identify some
of the significant structural parameters, but the geom-
etry chosen precluded direct comparison with meas-
urements.

The work reported in the present series of papers
was undertaken with a view of developing a structural
model which can be compared directly with experimen-
tal measurements. The ultimate objective of the inves-
tigation is to define the physical criteria that aifect the
reactivity of porous solids, and hence to define the
optimal conditions for effecting these reactions.

In Part I we shall present a mathematical model,
which is a further development of that described in the
earlier publication, and in the subsequent Part II the
predictions based on the model will be compared with
experimental measurements obtained, using the sys-
tem NiO-H,.

FORMULATION

Let us consider a spherical pellet of the solid re-
actant, made up of a large number of spherical grains
of uniform radius, ;. Let the porosity of the sample
be P, and the distance from the center (macroscopic
radial coordinate) be designated by R. The sample is
brought into contact with a gas, A, with which it reacts
to form a solid product and a gaseous product, B.

The following major assumptions are made:

i) The initial physical structure is maintained
throughout the reaction, and

ii) the reaction of each grain proceeds from the
outside toward the center, so that the position of the
reaction froat witiiin each grain exhibits spherical
symmetry—this behavior may be described as the mi-
croscopic shrinking core. Thus the rate at which each
grain reacts is proportional to the surface area of
the reaction front at any given time. The radius of
this microscopic reaction front is designated by r,
which is a function of time and of R(i.e., radial posi-
tion within the sample).

The model described above is sketched in Fig. 2
where it is seen that the reactant gas is transferred
from the bulk gas stream, diffuses between the grains
and then through a solid praduct layer within each
grain and reacts at the spherical reaction interface.
The product gas thus generated diffuses back through
the solid product layer and between the grains before
undergoing a mass transfer step into the bulk gas
Sstream.

At this stage it may be worthwhile to comment
briefly on the appropriateness of these assumptions.
Assumption i) is restrictive, nonetheless it is thought
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to be valid for a range of practical conditions. It is
agreed that sintering or agglomeration of the reduced
phase will occur in many instances, but it is suggested
that these more complex situations are best described
in terms of an appropriately modified model.

Assumption ii) is thought to represent a reasonable
approximation to reality, at least in a macorscopic
sense.

Let us now proceed by stating the appropriate con-
servation equations for the gaseous reactants and
products.

A mass balance on component A yields the following
differential equation describing diffusion of A between
the grains:

'
Dy 8 (2 3CAY _(1_py, .0 =0 X
RzaR(R aR) (1= P)pm-§ [1]
where
pm = true molar density of reactant solid.

rate of disappearance of gaseous reactant per
mole of initial solid reactant.

D4 = the effective diffusivity of the gaseous reactant
between the grains of the porous solid.

Ca = molar concentration of the gaseous reactant in
the interstices between the grains.

A similar equation may be written for the gaseous
product:

Dj aC
ar (B 5 ) + 1= Plop ng 5 =0 (2]

where ng is the moles of B formed by the reaction of
one mole of A. Subsequently, ng; will be taken as unity,
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Fig. 2—Schematic representation of the structural model.
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but the modification to account for other values of n;
is straightforward.

Egs. [1]and [2] are valid for equimolar counter dif-
fusion (the present case) or where diffusion between
the grains is purely of the Knudsen type. It is to be
noted that no accumulation terms appear in the two
equations, thus the ‘quasi-steady state’ assumption is
implicit in this formulation. The quasi-steady state
assumption is readily justified on physical grounds
because the amount of gaseous reactant within the
pores is negligible, compared with the net input and
the rate of reaction.

Before we can proceed further, the reaction term,
G has to be related to the concentration of the reac-
tants and products and also the rate of progress of the
reaction front, within the grains at a particular loca-
tion, R .

We shall make the following further assumptions:

iii) The reaction between the gas and the solid is of
first order in both the forward and reverse directions,
and

iv) there is negligible resistance due to diffusion
through the product layer within the grains; thus the
concentration at the reaction surface within a grain is
identical with that in the interstices at the same radial
coordinate.

The assumption regarding first order kinetics is
restrictive, nonetheless it will apply to many systems,
in particular it will hold as a reasonable approxima-
tion in the vicinity of equilibrium, {.e., in the mixed
control regimes. Nonlinear kinetic expressions could
be readily accommodated but in view of the much
larger demand on computer time this possible refine-
ment was not incorporated at this stage.

Assumption iv) is thought to be reasonable for small
grains as the diffusion path through the (porous) grains
is very much smaller than the diffusion path through
the bulk of the porous solid.

With these assumptions, iii) and iv), the advance-
ment of the reaction front within a grain is written as:

dr k C

i o O i) ]
where k is the chemical reaction rate constant and Kg
is the equilibrium constant.

G, the reaction term, may now be readily related to
the advancement of the reaction front within a grain,
as follows:

For the case where one mole of A reacts with one
mole of solid,* we have:

*Ready allowance could be made for other stoichiometries through the use of
an appropriate constant of proportionality.

2, dr _ 2 9 :
477 Epm —4711’}2(0‘4—'1—{%) [4}
Thus
37’ C ,
= Cy - ) Bl
me; 4 Kg [ J

On substituting for § from Eq. [5] into Eq. {1] and [2]
we obtain:
4

Di 3 280)_ _ _rj( _Ca) -
R® 6R<R iR 3(1 P)r;,k Ca )-O[GJ
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4 ~ 2
Dp a_ ﬁi_(ﬁ) _pX. ( - QB.) =0 [7
R® R (R r) AT PEECA - i 7]

Here mention may be made of a more general case
where the grains are not of uniform size. Let
frg) - drg be the weight fraction of grains with radii
between r, and (rs + d‘rs) and assume that f is inde-
pendent of K. Now

83l )® _ Cg
G = dff ”5;35 . k(CA KE)dYs [8)

and Eq. [3] becomes:

d'}’(?’s,R) k c a1
arlvs,R) _ R _ 9
ai olCa - i) 19

Clearly, this additional sophistication would be appro-
priate only if accurate information were available on
the grain size distribution.

INITIAL AND BOUNDARY CONDITIONS

The initial and boundary conditions for the governing
Egs. [3], [6], and [7] have to express the following
physical constraints:

a) the initial position of the reaction front within
each grain, i.e., that no reaction had taken place be-
fore¢t =0

b) the fact that the concentration profiles are sym-
metrical about the center of the pellet, and

c) the continuity of the molar fluxes at the outer
surface of the pellet, i.e., diffusive flux across the
outer surface of the pellet = convective flux through
the ““gas film'’ surrounding the pellet.

These boundary conditions are given in Egs. [10]
through {14]:

r =y forallR att=0 {10}
2C4 _ = 1
A =0atR =0 (11]
3Cp _ -

—llaR 0atR =0 [12]
o 2CA . )

4 S5 = h(Ca, ~ Ca) at R = Ro (13]
. 3CB _ i . _
Dj ‘J‘aR = n(Cp, —~ Cg) atR = Ro {14]

where Ro is the radius of the spherical sample, & is

the mass transfer coefficient from the bulk gas stream
to the solid sample, Cq4, and Cp, are the concentrations
of the gaseous reactant and product in the bulk gas
stream,

CORRECTION FOR NONISOTHERMAL BEHAVIOR

In general, the temperature of the pellet will differ
from that of the gas stream, because of the heat gen-
erated or absorbed by the chemical reaction. For
relatively small heats of reaction ready allowance
may be made for non-isothermality, by assuming that
the pellet is at uniform temperature at any given
time;' then the unsteady state heat balance yields the
following:
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a7 | _Hde 3
dt Cpdt  Roll-PlpyC,
X [R(T — Tg) + ea{T* - TH)) [15]
with
T =7 att=0 [16]

where T and T are the pellet and environment tem-
peratures in absolute units, H is the heat of reaction,
and the other quantities are defined in the list of
symbols.

From the knowledge of d¢/dt the pellet temperature
may thus be computed and the property values may
then be evaluated at this correct temperature. For the
practical system to be considered in Part II, this cor-
rection amounted only to a maximum of about 20° to
30°C so that the principal effect was confined to the
reaction rate constant.

Egs. {3], {6], [7], and [15], together with the bound-
ary conditions contained in Egs. {10] through [14]
represent a complete statement of the problem. The
subsequent manipulation of these equations and the
numerical technique used for their solution is dis-
cussed in the subsequent section.

THE TECHNIQUE OF SOLUTION
Rearrangement of the Equations

The governing equations may be rearranged on noting
that in the absence of coupled fluxes Egs. [6]and [7]
are not independent and one of them may be eliminated
by the following procedure:

Stoichiometry dictates that:

, 3Ca __, 2Cp
Dy 3R Dg 3R {17}
furthermore on combining Eqs. [6] and [7] we have:
0 2 9C4 ¢ 0 ( 2 9Cp
[ = - —
o sg (& L8 - -0 7 (6* 5F 18]

On integrating Eq. [18] once, with respect to R, and
using Eq. [17] yields after a further integration:
D (Constant ~ C4) = DgCp

which is valid for all values of R.
Cg may now be expressed with the aid of Eqs. [17]
and [19] to obtain:

[19]

- QJ:L_> —ca- P4
CB"CA‘)*(D;B 1) Cag, = Ca* 5

Thus on substitution Egqs. {3}and [6] to [7] are trans-
formed to Egs. [20] and [21], respectively.

dr __ & D} 1
—-— = — ——<C 1+ L. W R
dt pm{ A( Df;KE> KE

(20]
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In generating a solution, we seek values of C4 (and
also Cg) and 7, for all values of R and ¢{. However, in
order to compare the computed results with experi-
mental data, it is convenient to define a quantity,
termed the exlent of veaction which bears a direct
relationship to experimentally measured weight change
of the specimen.

The overall extent of reaction € may be expressed
as follows:

3 R_u . 73
€= —3 J R‘(l ——S)dR
Ry 7s
the quantity [1 — (-*/r] may be considered a local ex-
tent of veaction and will be designated . Thus the
right side of Eq. [21] is the weighted average value of
a.

€ is not a function of R, but is, of course, a function
of ¢.

(23]

The Numerical Solution

In order to put the governing equations in a finite
difference form, let us establish a two-dimensional
grid in R and ¢, designating the mesh spacing in R by
AR and the time step by At.

The values of R at the various grid points will be
designated by substituting appropriate numerical
values into the index 7 of the quantity R ;, which now
denotes discrete values of the spatial coordinate. The
index i is so chosen that:

i=1 atR =0

i=n atR =Ro [24]

The index of any mesh value of R differs from its
neighbors by unity.

Eq. [21] may now be replaced by n equations of the
type

dr;  k Joy 1
e 1l ) T &
Pm DpK E

o (-} )
B

where the subscripts i denote values of the appropriate
variables at radius R;.

If the values of C4; were known as a function of
time, the set of equations represented by Eq. [25]
could be readily integrated, e. g. by the Runge-Kutta
method.

In order to obtain Cgu,, let us recall Eq. [22], which
may be written as follows:

(25]

2
2111(2_5%) =31-p Lo
[R,z 5 (R 55 w5, 3(1 P)yssk Ca,

D) 1 DY

x{l+ — - [C4q + {24 - 1> C 26

< Df,KE> KE { Ao (1);3 An [26]
The left hand side of Eq. {26} may be expressed in a

finite difference form as:

3 fp2 acﬂ)= 2 7°Cy aC4 _ R}

aR(R k) SR YR SR T
R.

x [CAI—-I— 2Ca; + CAiH] + Tj[cAi+1 - CAi~l] [27]
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Fig. 3—Block diagram of the computer program.

Here R; are selected such that the mesh spacing (AR)
is uniform. On rearrangement Eq. [27] may be written
as:

R: R; 2R} DA
<AR2qE Caiy ™ |ap? T H 1+DI§KE Ca;

R} R,f) Hi (D4 :
* (F N 3}2— CAif1+K—E<Dé -1 (’An

- H
= Kz Ca, [28]
where
3(1 - P)riR%k
L N T LIVILGR

Eq. [28] holds for all the internal grid points, i.e.,
i=2,3,4,...m0-1).

The boundary conditions are also readily expressed
in a finite difference form, thus we have:

3Ca, —4Cp, +Cy, =0 130}
and
CAII—Z—— 4CAN—1 * (3 + 2S)CA,’1 = ZBCAO [31J

(replacing Eq. [13))

where
h
B=pg AR [32]
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Solution may now proceed as follows:

1) Starting with given initial values of »; and comput-
ing the initial values of C4,, the position of the reac-
tion front is advanced by one time step through the
integration of Eq. (25].

2) The resultant new values of »; may then be sub-
stituted into Egs. {29}, [30], and [31] which then yield
n simultaneous equations for Cn;,i=1,2,3,...n.

3) The new values of Cy4; are then used for advancing
the reaction front by a further time step.

The actual computation was performed on the Control
Data Corporation 6400 computer at the State University
of New York at Buffalo, using Fortran IV. The numer-
ical solution of Eq. [26] was performed by a subroutine
labeled AUX14. Calling parameters for AUX14 were
the »n values of R; and of »; together with the value of
AR and for the physical properties k, P, k, D}, Dg,
KEg, Ca, and 7. The n values of C4; constituted the
output from the subroutine.

Another subroutine, RKSTEP, advanced the solution
of Eq. [23] by one time step using the fourth order
Runge-Kutta technique. This subroutine had as input
parameters the present n values of »; and C4,, together
with &, p,,, D4, Df , Kg , Ca,, and the size of the time
step. The new values for »; constituted the output. For
further computational details the reader is referred
to the thesis upon which this paper is based.”

A block diagram of the computer program is shown
in Fig. 3.

COMPUTED RESULTS

In view of the numerical procedure used for solving
the governing equations, numerical values were re-
quired for the parameters appearing in the equations.
These quantities may be divided into two groups,
namely:

a) Parameters which are readily available for a
given application, or at least, may be easily calculated.

b) Parameters, the evaluation of which required
further measurement.

a) Pellet size, Ro, porosity, P, molar density of the
solid gaseous reactant and product concentrations, CAU,
Cp, , and the gas film heat and mass transfer coeffi-
cients, &; and k, fall in this first category and there-
fore no further comment will be made on the techniques
used for their evaluation.

b) The parameters that are not very readily meas-
ured or evaluated are the reaction rate constant, &,
the effective diffusion coefficients, D}, DL'; , and the
grain size, r; , or the grain size distribution.

Of these quantities, &, the reaction rate constant has
to be measured experimentally; 2 will depend on tem-
perature and on the condition of the surface, but will
no longer be affected by the macrostructure of the
solid.

D4 and D}, , the effective diffusion coefficients, de-
pend on the tortuosity and are made up of the Knudsen
diffusion coefficient and the molecular diffusivity.

On denoting these by D4 g and ngK respectively, D}
may be estimated by the Bosanquet interpolation
formula:

EE SRR SN (33]
Di Dap Dax
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CHEMICAL REACTION CONTROL

Extent 4
1-0¢
Radial Variation
of Extent of
Reaction (2 ): 0 s >
0 Re
Distance from Centre
Conc.
Co
|
Concentration I
Profile : o L .
0 Re
Distance from Centre
Qccurs : Low Temperatures

High Porosities
Small Spheres

Fig. 4—Typical plot of the local extent of reaction and of the
concentration profile for chemical control.

The molecular diffusion coefficient may be estimated
from the molecular theory of gases, and the Knudsen
diffusion coefficient may also be estimated if the pore
size distribution (grain size distribution) and the por-
osity are known.

Alternatively, D4 may be measured experimentally
through both the reacted and unreacted matrices.

Finally, 7, the grain size may be either measured
directly by electron microscopy, or X-ray diffraction
techniques; alternatively, a value for »; may be de-
duced from pore size distribution measurements.

It is stressed that the effective diffusion coefficient
and the grain size may be strongly interrelated if the
component due to Knudsen diffusion is significant.

A further, more detailed discussion will be presented

in Part II of the paper regarding the techniques avail-
able for estimating and measuring D}, £ and r;.

In view of the very large number of parameters that
have to enter the computation, any set of computed
results will be specific to a particular, given applica-
tion. At this stage it is thought desirable, to defer the
presentation of detailed computed curves to Part II of
the paper and to confine ourselves to a discussion of
the general features of the solution.

Figs. 4 to 6 show sketches of the concentration pro-
files and of the spatial distribution of ¢, the extent of
reaction, at some intermediate times, corresponding
to various types of asymptotic behavior.

The profiles of @ and of C4, sketched in Fig. 4, cor-

respond to systems where the overall rate is controlled

by chemical kinetics; in practical situations chemical
kinetics tend to control at low temperatures, at high
porosities, and in the case of small pellets. Inspection
of Fig. 4 shows that both the concentration and o pro-
files are uniform.

Fig. 5 shows systems where internal diffusion is the
rate controlling step, which is realized at high tem-
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INTERNAL DIFFUSION CONTROL
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Fig. 5~Typical plot of the local extent of reaction and of the
concentration profile for pore diffusion control.

MIXED (chemical reaction + internal diffusion) CONTROL
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o R
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Cot
Concentration :
Profile : o >
0 Re

Distance from Centre
Fig. 6—Typical plot of the local extent of reaction and of the
concentration profile for mixed control.

peratures, low porosities, and for large pellets. It is
seen that the profile of o undergoes a step change from
unity to zero at some intermediate value of R, which of
course, corresponds to a sharp reaction boundary. In-
spection of the concentration profile shows that gra-
dients in concentration are confined to a region between
R, and the reaction front, i.e., to the reacted shell.
Finally, the behavior of a regime of mixed control
(chemical reaction + internal diffusion) is sketched in
Fig. 6. It is seen that the profile of ¢ is a smooth
curve, a significant portion of which falls between 0
and 1; it follows that this situation corresponds to a
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Fig. 7—Plot of the overall extent of reaction against time for
nickel oxide reduction with hydrogen. The numbers on the
curves correspond to:

No. Temp, °C Ry, em P, Initial
1 299 0.770 0.729
2 301 1.178 0.734
3 303 0.800 0.384
4 293 1.128 0.384

diffuse reaction zone. The concentration profile shown
also reflects this behavior.

Inspection of Figs. 4 to 6 shows that a sharp reaction
front exists only in one particular case, when the proc-
ess is controlled entirely by internal diffusion; in all
other cases the reaction zone will consist of a diffuse
region, the width of which is determined by the relative
magnitude of the various parameters.

Since Figs. 4 to 8, like all preceding illustrations,
were sketches of computed behavior, it may be of in-
terest to show actual computed results. This is done
in Fig. 7 on a plot of the overall extent of reaction
against time. The particular system considered is in
the intermediate regime where both diffusion and
chemical kinetics are significant. The four curves
shown indicate that both porosity and pellet size have
a significant effect on the overall reaction rate.

DISCUSSION

In the paper an alternative is proposed to the con-
ventional ““shrinking core’’ model, extensively used
for describing the reduction kinetics of solid, porous
metal oxides.

The model presented in the paper describes the
overall rate of the reaction by summing the contribu-
tions from the individual grains that make up the por-
ous solid matrix.

On assuming that the solid structure is not modified
in the course of the reaction, the system is repre-
sented by two sets of simultaneous differential equa-
tions, one set describing the reaction of individual
layers of solid grains, and the other describing the
diffusion of reactants and products within the porous
matrix.

A satisfactory numerical scheme was developed for
the solution of these equations, and thus curves were
generated giving the appropriate transient concentra-
tion profiles and the extent of reaction with time.

METALLURGICAL TRANSACTIONS

The potential attractiveness of the present model is
twofold:

a} The profiles generated for the local extent of re-
action are in qualitative agreement with experimental
findings; a certain combination of circumstances can
lead to diffuse reaction zones, whereas there are con-
ditions (when pore diffusion controls) where the re-
acted and unreacted zones are separated by a sharp
reaction boundary.

b) A more significant feature of the model is that it
incorporates structural parameters, such as pore
diffusion coefficient, grain size, porosity, and the like,
into the overall reaction scheme. These quantities
may be measured independently, and if adequate infor-
mation is available on the chemical kinetics, it should
be possible to predict the behavior of certain systems
from purely physical measurements.

A better understanding of the role played by struc-
tural parameters in the overall reaction scheme could
lead us to special techniques, or to the modification of
existing techniques of solids preparation with a view
of achieving optimal performance of the reactor unit
in which they are processed. Ultimately, tailor-made
structures may be evolved to suit a given, particular
gas-solid reaction.

It is noted, that in its present state the model is
restrictive, because of the assumption made for the
retainment of the original structure.

Within the framework of the model, allowances could
be made for structural changes occurring in the course
of the reaction. The incorporation of these factors,
through additional equations, is quite straightforward
in concept but would, of course, increase the complexity
of computation. At present there is not enough informa-
tion available on sintering kinetics for metal-metal
oxide systems of interest to make such an effort worth-
while. Nonetheless, future work both in the authors’
laboratory and elsewhere, could lead to the construction
of more general models.
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LIST OF SYMBOLS

Ca,Cp Gaseous reactant and product molar
concentrations within pores

Cay5 Cp, Gas concentrations in bulk gas stream

CAR Reactant gas concentration at pellet

’ surface

Cp Molar specific heat of pellet

D4, Dg Effective diffusivities of gaseous reac-
tant and product within porous pellet

e Total hemispherical emissivity of
pellet

f Grain size distribution function

g Rate of disappearance of gaseous reac-

tant per mole of initial solid reactant
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H
h

N X

N o

-

Heat of reaction

Mass transfer coefficient

Heat transfer coefficient
Chemical reaction rate constant
Equilibrium constant
Stoichiometry coefficient
Porosity

Radial coordinate within spherical
pellet

Radius of pellet

Radius of reaction front within grain
Radius of grain

Pellet temperature

Environment temperature

Time

Greek Letters

Local extent of reaction
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€ Overall extent of reaction

Pm True molar density of solid reactant
o Stefan-Boltzmann constant
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