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1. Summary 

In this paper, we consider the distribution of the maximum latent  
root  of a certain positive definite symmetr ic  random matrix.  For  this 
purpose, we give a useful t ransformation of a symmetric mat r ix  and 
calculate its Jacobian. We also give some useful expansion formulas for 
zonal polynomials (A. T. James [3]). 

Recently Sugiyama [7] and Sugiyama and Hukutomi [8] gave the 
density functions of maximum latent  roots of a central Wishar t  matr ix  

�9 when the covariance matr ix  I=L  and of a mult ivariate Beta matr ix  
and a mult ivariate  F-matr ix  in the  central case. 

Here w e  derive the density functions of maximum latent  roots of 
a mult ivar iate  non-central Beta matr ix,  a non-central Wishart  matr ix  and 
a mult ivar iate  central quadratic form with the  covariance matr ix  I ,  and 
we also derive the  density function of maximum canonical correlation 
coefficient. The notations in this paper are due to A. T. James [4] and 
A. G. Constantine [1]. 

2. Some useful transformation 

In this section, we t rea t  some t ransformation which is useful in 
the sequel. 

Let  S be a positive definite symmetr ic  random matrix.  As is well 
known, S can be decomposed into the product  of an orthogonal matr ix  
H and a symmetr ic  matr ix  I~ G V sueh tha t  

(1) S=H H', 
0 

where  21 is the maximum latent  root of S and V is a positive definite 
symmetr ic  random matr ix which ranges 2,Ip_1 > V >  0. The first column 
hi of H is the corresponding characteristic vector of 21- I t  should be 
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noted that the independent variable of H is only hl and the remaining 

part H2(p• is only a function of h: such that 

f :~( h:)  . . . 

H~ = f ( h : )  = (2) 

_ f p 2 ( h ~ ) . . ,  fp~(hl )  

LEMMA 1. Let S be a p •  positive definite symmetr ic  random 
matr ix .  Then the Jacobian of the t rans format ion  (1) is given by 

( 3 ) J(Z-->2, h ,  V)=[ ~:/p_:-- V[. 

Y. Tumura [5] considered a Jacobian of (1) in terms of the rotation 
angles of the orthogonal matrix. His lemma 2.1.2, however, is not con- 
venient for treating directly the distribution problem of maximum 
latent root of a certain positive definite symmetric random matrix. The 
proof of the lemma depends on the Hsu's method introduced by W. L. 
Deemer and I. Olkin [9]. 

PROOF. Let us differentiate both sides of (1): 

( 4 ) d S =  d H  H'  + H H'  + H d H ' .  
0 V d V  0 V 

Multiply H'  from the left and H from the right to obtain 

Let d T = H ' d S H  and d P = H t d H .  Then 

( 6 ) d T = d P  + -- dP ,  
0 d V  0 V 

since d P ' = - - d P  by its antisymmetry. Here we must note that  in d P  
=(dP:,  dP2)=(H 'dh .  H'dH2), dP~ can be represented by dP:. In fact 

- d f , ~ ( h : ) . . ,  d f :~(h~)  

dHo=df(h:)--= : " - 

and 
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df~j(hl)= 3f~ dh~ + ~ d h u  + " " + ~  

ahll ' ah21 ' ' 3hpl / 

( i=1 ,  2 , . - . ,  p ;  j = 2 ,  3,. �9 p) .  

Let  F~g = ( 3fit ~fij . .  3f~j / 3h~--~' ~h~' "' 3hp~/" Then, by set t ing F=(F~), we have 

dH2=d f ( hl)= F(~ dh~ 

where  FQdh~ is a direct product  of F and dh~. Thus, f rom dh~=HdP~ 
and dP2=H'dH~, we have 

( 7 ) dP~ = H'F(D HdP~, 

which establishes the  assertion. 
F rom the above consideration, we need only dP.  d V, d,~ to calcu- 

late the  Jacobian. Now, 

( 8 ) J(S--+2. hi, V)=J(dS--~d,~, dh. g V) 

=J(dS--+g T)J(d T---~d,~. dh. g V) 

=J(dS--+g T)J(g T ~d,~. dP~, g V)J(dP~--+dhl) . 

I t  is easily checked tha t  

J ( d S o d T ) = I ,  J(dP~-->gh~)=l 

and dpn, the  first component  of dP.  is 0, because dp~=h~dh~=O. Thus 
the  t ransformat ion  (6) is wr i t t en  as 

dill ---- 21dpli ~- d21 -- 21dpll -- d21 

( 9 ) d T2~ =,~dP21- rdP2~ = (.~I~_~- V)dP2~ 

d T~ = d V+ dP~ V -  VdP~, 

where  dP22 is the  submatr ix  of dP2=(dP~2 dP~2)' and dP~=(O, dP~l). 
the  above relations, we can const ruct  the  configuration, 

F rom 
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d21 

dtl, 1 

dt21 0 

dt3, 0 

0 

0 

0 

0 

(10) 
dtpl 

dr22  

dt23 

dtpp 

dp2~ dp~ �9 �9 �9 dpp~ dv22 dv~3 " �9 �9 dvpp 

0 0 . ' .  0 0 0 . . "  0 

1 - -  V22 - -  V23 . . . .  V2p 

--V~2 ~I--V~ . . . .  V~p 

--Vp~ --Vp3 �9 �9 �9 i 1-vpp 

0 0 . . .  0 

0 0 . . .  0 

0 0 . . -  0 

1 0 - - .  0 

0 1 - . -  0 

0 0 . . .  1 

Hence  t he  Jacobian  is 

J(d T--~d~, dP~, d V)-=l ,~Ip_~-- VI , 

which comple tes  the  p roo f  of  t he  lemma.  

F r o m  l e mma  1, we can g ive  t he  main  principle  of  de r iv ing  the  
dens i ty  func t ion  of  the  m a x i m u m  l a t en t  roo t  of  a ce r t a in  s y m m e t r i c  
r a n d o m  m a t r i x .  

Let S be a positive definite symmetr ic  random mat r i x  wi th  density 
func t ion  f ( S ) .  Then the density func t ion  of the m a x i m u m  latent root 
of S is given by 

(11) f dh, f 
~]~i = i .~llp__l > V >0 

where ~1, V and hl are the same as those in  lemma 1. 

The  fo l lowing  definite i n t e g r a l s  a re  useful  fo r  our  a r g u m e n t s .  

LEMMA 2. 

(12) f I Vl <~-~-'~/' l~J~-,- V l C,(V)d V 
~ l l p - - l > V > O  

n - - 1  p + 2  -) 
2 \ 2 

27§ "'-C,(,h/~,_,), 
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f P ~(n-p-1)/2 (13) ~ ~ -F[ (&-2j)C,(A2)dA~ 
i=2 l ~ i < j K p  

21>22>-.. >~ p 

z(p_~)2/~ Fp_~( n+p+ 1 )  
2 

�9 

n + p + l  ), 
2 

where A2=diag{22,..., 2p} is a diagonal matrix with latent roots of V. 

PROOF. (12) is a Beta integral  which is given by A. G. Constant ine 
[1]. (13) is obtained f rom (12) by t r ans fo rming  V=H2A2H~ where  Hz 

is a p - - l •  p - -1  orthogonal  matr ix ,  and by in tegra t ing  over 0(p-- l ) ,  i.e., 

f dH*-- :d~-~)% 

(13) is the  same result  as given by T. Sugiyama [7]. 

3. Some expansions of zonal polynomial 

(14) C,(A @ B) = E E aLC,(A)C,(B) 
r 

where  A and B are symmetr ic  matr ices  of any order, respectively, and 
A O B  stands for the direct sum of A and B. The summat ion  is over 
all part i t ions r of kl and v of kz such t ha t  kl+k~=k and ~ is a par t i t ion 
of k. 

(15) C~(A)C,(A) = Z b~C,(A) 

where  A is a symmetr ic  matr ix ,  C~(A) and C/A) are zonal polynomials 
which correspond to a part i t ion , of t and a of m, respectively, and the 
summat ion  is over all part i t ions ~ of s sat isfying 

(16) t + m = s .  

We do not  know the explicit formulas of a.'o and b~,, but  we give the  
tables of a,~ and b~ in lower orders at  the  end of this paper.  We mus t  
note there  

C,(A) = c(~) Z,(A), 
1 .3 - - . (2k - -1 )  

where  c(~) is the degree of the representat ion [2~] of the  symmetr ic  
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group of 2k symbols. We read tables (I) and (II) as follows: 

Z(2)( A G B) = Z(2~( A ) + Zc2)( B) + 2Z(,( A )ZcI~( B) , 

Z(,)(A) Zc~)(A) = + Z(3)(A) + 4 Z(2,,(A). 
O 

These tables are calculated from the ones due to A. T. James [4]. 

4. The density function of the maximum latent root of a quadratic 
form Z=XAX' 

Let the  p • N (p < N )  matr ix  variate  X be a sample mat r ix  f rom a 
p-variate normal population with mean 0 and covariance mat r ix  Z, and 
A be a positive definite symmetr ic  matr ix.  T. Hayakawa [6] obtained 
the density function of Z = X A X '  and of latent  roots of Z as 

(17 )  1 I Z U -~-'~/~ ~ Z 
r,(_~_)12Zl,~,~lAl,, ~ ,< :o ,  

and 

(18) 
"":  

. , < ,  

,<:o. k~ c M p ) c , ( L - )  

respectively, where  A = d i a g { L , . - . ,  2p} is a diagonal matr ix  with la tent  
roots. Using an expansion formula (14), we can decompose C,(A) into 
the  form 

c , ( 4 )  = E a:~C,(~OC~(4~), 

where  A2=diag{,~2,..., 2p}. Thus (18) is rewri t ten  as 

(19) 27 v-p-~)/~ Z 5"G, 
[' ( P'~ F (N'~ AF/~ ~=o �9 k!C,(I~)C,(L,) ~t,~) ~ \ -~-)  125'1~/~1 

~,, ~ ( p )(N-p-I)~2 
r ,~  \ ~ = 2  l~i<j~p 
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Hence, the integration of (18) with respect to 22,. .- ,  2~, by the 
(13) gives the density function of 2~ as 

- \ - - - ~ /  
(20) 2ff~/2-1 

F ( p ) F p ( ~ _ ) r , _ ~ (  N+p+12 ) 12" 1'~/21A I'/z 

~=o, k!C,(I~,)C,(I~v) ~.~ ( N + p + l )  
2 ., 

C=(~l)C,(~,~r~_,). 

use of 

THEOREM 1. Let Z = X A X '  be distributed with density function (17). 
Then the density function of the max imum latent root of Z is given 
by (20). 

COROLLARY 1. Let Z = X A X '  be distributed with density function 
(17). Then the density function of the max imum latent root of a deter- 
minantal equation ] Z - 2 s  is given by setting Z=fp in (20). 

COROLLARY 2. Let Z be a Wishart matrix on N degrees of freedom 
with covariance matrix X. Then the density function of the maximum 
latent root of Z is given by setting A=/~v in (20). 

COROLLARY 3. Let Z be a Wishart matrix on N degrees of freedom 
with covariance matrix 2. Then the density function of the maximum 
latent root of s is given by setting A = I v  and Z=ID in (20). 

Corollary 3 is easily obtained in another way. In fact, let Z be a 
Wishart  matr ix  on N degrees of freedom. Then by the use of trans- 
formation (1) the joint density function of 2~, V and H is 

1 

�9 etr _Iv)[ Vl('v-;-1)J2[,~I - K[. 

Then the integration (21) over H gives 

7cP/s / '~1 \ (y-p-l)~2 
(22) 2P'v/~'T'( P I exp [---~-)~, " 

i f E ~=o, T.T ~ - ~ - /  vI(Y-'-'"~I ~ I -  Yl c,(v). 
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Hence, using (12) we obtain the density function of 2, as 

(23) 

\ 2 1 % - 2 - 1  \ 2 / 

1 

k! (N+p+l t 
2 / ,  

This is the same result as given by T. Sugiyama [7]. 

Note. If we compare the terms of the kth degrees in (23) and in 
corollary 3, then we have a linear relation 

N + p + l  / 
2 /, 

= E a t  r 
N + p + l  )~ 

2 

5. The density funct ion of the maximum latent root of a non-central 
Wishart matrix with covariance matrix X.=lp 

Let S be a non-central Wishart  matrix on n degrees of freedom and 
with covariance matr ix 2"=fp. Then we may start  from the form of 
the density function of S 

(25) 

. Em 

since the maximum root is invariant under any orthogonal transforma- 
tion (cf. A. T. James [3]). Let us decompose S as (I), i.e., 
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and expand G(,/~ @V) as 

by (14). 

(26) 

c,(~, | v )  = E a:~c,(~3c.~( v )  , 

Then (25) is rewrit ten as 

1 2~'~-p-~)/~ exp ( _ 1 2 ~ )  

since the Jacobian is l~ Ip -1 -VI .  
The main problem is to integrate out V from (26). Unfortunately 

the results obtained so far are not available to do so directly and hence 
we need to reformulate (26)so that  the known formulas can be applied. 
The par t  of reformulation is 

(27) etr ( - - 1 V  ) , V l(~-P-~?n [ ~lI - V I Cd V) . 

First,  by the expansion 

(28) e t r ( - 2 V ) = ~ . ( - - 1 ) ~ G ( V ) ,  

(27) can be rewrit ten as 

1( 1)~ co(v)c,(v) (29) ivp-,-l~,-~[ ~1i- vj ~ ~ V., - 6 

Second, by using (12), (29) is expressed in the form 

_1(__17 ( a o )  Ivi(~-'-~'~l~J-vl,=o ~ ~ t~  2 /  _~b~oC~(V). 

Hence the integration with respect to V over 2~I> V >  0 gives 
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(3i) ,~7~+ i)(p-i)/2 
- \ - - - ~ /  

Fp_~( n-Fp+I ) 
2 

1 

2 
c~(~[~_~). 

Thus the joint density of 21 and H is as follows: 

2~/2Fp(2)Fp_~( n + p + l  . ) 2  

i( i~' --~-, 
.Za:;C,(,t,) ~. E ~ \ - - ~ /  ~b',, nEp+l ,., ~=o ( ) 

2 
c~(~J~_~). 

To obtain the density function of 21, we only integrate (32) with respect 
to H by using the spherical integral, that is, 

1 [ dH--  ~p12 
2o(~)J F ( ~ )  

Thus the density function of 21 is 

n--1 

�9 z <~c,(~) ~, z ~ - ~ b~o ~,. ,-0 ( n + p + l . )  
2 

c,(~,~_1). 
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THEOREM 2. Let S be a non-central Wishart matrix on n degrees 
of freedom with covariance matrix X=I~ and the non-central parameters 
9. Then the density function of m a x im um latent root 21 is given by (33). 

6. The density function of the maximum latent root of a non- 
central Beta-matrix 

Let $I be a non-central Wishart  mat r ix  on n, degrees of freedom 
and $2 be a central Wishart  mat r ix  on n2 degrees of freedom with the 
covariance mat r ix  Z, respectively. Let  S, and S: be independent. A 
non-central  Beta-matr ix R is defined as 

(34) R :  (S I --~ S~)--1/281(S 1 - ~  S 2 ) - - 1 / 2  

and Wilks' statistics of likelihood ratio criterion for test ing equality of 
the  mean vectors is, then, 

II--RI=IS2(SI +S~)-'[. 

A. G. Constantine [1], [2] considered the distribution of 

i) la tent  roots 2 , > . . .  >2 ,  of R 

and 

P 2~ 
ii) t r  S,S,21= Yl, 

~=1 I--2~ 

Here we consider the density function of 2~, the maximum latent  
root of R in the non-central ease. We note tha t  the distribution of 
roots of R is invariant  under the simultaneous t ransformation such tha t  

S __ I ~, 1 v - 1 1 2 ~  ,~-112 
, :~2 ---~ - -  "~  J'-~2 z5 �9 

2 2 

We may,  therefore ,  assume tha t  the joint density function of S, and 
S~ is 

(35) e t r  (-- 5)) 1 IS, I<~-~-'~/= I $21 <~=-~-1~/~ 

�9 e t r ( - ( S , + S 2 ) ) o F L ( 2 ; P . , S ,  ) , 

where  t2 is a symmetric  m a t r i x  of non-central i ty parameters.  
t ransformat ion of S, and $2 such tha t  

By the 



12 

G = S~ + S~ , 

the density function of R and G is 

(36) e t r  (-~2) 

TAKESI HAYAKAWA 

R=G-1/~SIG -~n , 

1 err  (-G)[G I (''+'-'-~'-I;2 

To tu rn  out G from (36), we use the formula 

(37) i etr(-G)[G{'I+"-P-I)/2C'(RG)dG=-=I'P( n1+n' "~) C'(R) ) ) 

G>O 

and thus the  density function of R is 

2 
(38) e t r  (--/2) ]R [(~I-P-I~nlI-R lC~ -p-I>/~ 

2 ' 2 '  " 

Now, we decompose R into 21, H and V as lemma 1, 

Since the Jacobian is ]21 I -V] ,  we can rewri te  (38) in te rms of 21, V 
and H as 

Fp( nl+n`- ) 
2 (39) etr (--~) 27'I-~-~>/2(I--21)<~2 -~-I;2 

"I V 1<~-~-1>/'~ 12,I- Vii I -  V p~--~-" 

�9 , F , ( n ' + n 2 " n l " 9 , , h Q V ) .  
2 ' 2 '  

Now, we reformulate  the par t  including V, tha t  is, 

(40) IV I<"-~-'>/' [ ~ , I -  V l[ I -  V [<"-'-~-'/" C,(,h | V). 

By using (14), (40) can be wr i t ten  as 
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(41) IV [%-P-')n I 11I-- VII I -  V ](~-p-,)n E a%G(21)C.(V) 
r ,  ,r 

and then by the expansion of generalized binomial series, that  is, 

(42) 

(41) can be rewritten as 

( - - n 2 + p + l )  1 
(43) IV I(~'-P-I)/21211- V] z=o~l' ~ 2 , l! 

�9 E a t C : ( k ) G ( V ) C o ( V ) .  

Then if we use (15), we have 

(44) I V I<~1-~-'/~ I k I - -  V l E a:oC=(k) 

�9 ,=o :~ ~ 2 o ~ ~ b:oco(v). 

Hence, the integration of (44) with respect to V over 2~I> V>O gives, 
by the use of (12), 

(45) 2i~1 +~x'-~/~ :E atC,(2J 
Fp_l(n~+p+X) "," 

2 

hi--1 / 
~ / ~  

. n~--Fp+ l )~ 
2 

Hence, the joint density function of 21 and H is 

(46) etr (--~2) 2 

2 

�9 2;lp/,-1 (1-21)(n2 -p-')/' ~, E 
k = 0  

( nl--F n~ ), C,(P-) 
2 
hi) k! CM,) 

Y ,  

--n2-I-p-t-1) 1 
�9 z a:.c,(2,) ~ ~ 2 ~ ~ b~. 

r ,  ~ / = 0  a 

( n~--I 
---ff--/o 

( n~+p+l )8 
2 

C~(k/~_,). 
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To obtain the density function of ~1, we only integrate (46) with re- 
spect to H by using the spherical integral. Thus 

(47) etr (-- f2) 

k=0 

Ts 

TI 

_ _ ~ l n l P l  ~-1 ( l - -~ l ) (n2--P-1) /2  

k! C.(Ip) ~ a'-~C:(,h) Z ~ -n~+p-b l 1 
~,~ z:o 2 ~ l! 

( nl--1 / 

�9 E bL o ( n i + p + l ) ,  
2 

THEOREM 3. Let R be a non-central Beta-matrix defined by (34). 
Then the density function of the maximum latent root of R is given 
by (47). 

Note. The density function of 21 in the central case can be easily 
obtained from (3), (12) and (38). It is 

(48) 
zc vn BP-~( n1-12 , p+2.)2 

F ( 2 )  B~( n12' 2n2) 

,t71 pi'~ -1 ( 1  - -  21) ( '2 -p-1) /2  

.2F1( n~2--1 , --n2-t-p+ l , n1+p+1.2 ,21Ip_1), 

which is the result given by T. Sugiyama and K. Hukutomi [8]. 

7. The density function of the maximum canonical correlation co- 

efficient in the non-null case 

Suppose the variates xl ," ' ,  xp, Yl , '" ,  Yq (P<=q) are normally dis- 
tributed with zero means and covariance matrix v. If p , . - . ,  pp are the 
canonical correlation coefficients between (x l , . " ,  xp) and ( y , . . . ,  y~) and 
~1,..., ~p are the maximum likelihood estimates from a sample of size n, 
n>=p+q, then the density function of ~ l , ' " , ~ p  is given by A. G. 
Constantine [1] as 
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(49) ] I-- Pl./~ l A lC~-~-:v"-l I-- A ](rt--q--29--l)/2 

l ~ f < j < p  k = O  

, , C,(P)C,(A) 

where  P = d i a g ( p , . - . , p ~ )  and A=diag(2~, . . . ,2p) .  Using (14) and (15), 
we can rewri te  (49) as 

(50) [ I-- p l~/~2iq-r-,v~(1 _ 2:)(~- q-p-:)/~ 

�9 2, -[-[ ( 2 , - 2 j )  Z 
I~_i<j~p k = O  x 

. C ( P )  

~ ( - - n + q + p + l )  1 

where  A2=diag(~2, . . . ,  ~p). Thus, using (13) we get  the densi ty  funct ion 
of 2: as 

(51) [ I -  P I=/"-~F/~-: 

.(:-20o~-~-~-:)~ , ~, ~, 
k=O (2). 

C,(P) E a:~C,0,) 
k: C,(G) :., 

- - n + q + p + l  
" ~  2 / = 0  

1,V. ~ b~~ {q+p+l c,(215_,). 

THEOREM 4. Let (xl , - . - ,  xp, Yl , ' - ' ,  Yq), P<=q, be distributed with 
p+q variate normal distribution with mean 0 and covariance matrix 
Z. Then the density function of the max imum canonical correlation co- 
e~cient 2: of max i mum likelihood estimate f rom a sample of size n, 
n>=p+q, is given by (51). 
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( I ) The table of Z,(A@B)=~ a:~Z,(A)Z,(B) 

_ Z , , , ( A )  Z . , ( B )  

Z(,, 1 1 

2~,,(A) Z,,,(B) 

1 1 

Z~,,(A) Z,2,(B) Zob(A ) Z(:)(B) Z~.(A)Z.~(B) 

1 1 2 

1 1 2 

Appendix 

Z.,(B) 

1 

Zorn(A) Zcu,(B) Zcp)(A) Zany(B) 

I i 

1 1 

Zc~,(A)Zm(B) Z.,(A)Z,.(B) Z.:,(A)Z~.(B) Z.,(A)Z.,,(B) 

3 3 

4/3 4/3 5/3 5/3 

Z,,,(A) 

Z,o 1 

Z(3z) 

Zc2:) 

Z(14j 

1 1 

Z,m(A) Z~,,,(B) 

1 

1 

Z,:,(A) Za*,(B) Z,z:,(n) Za:,(B) Z.,,(A) Z,:,(B) Z,~,(A)Zm(B) Z.,(A)Zc~,(B) 

4 4 

6/5 6/5 

Z,~,(A)Z,~,(B) Z,~.(A)Z<.(B) Z,.(A)Z,~.(B) Z~,,(A)Z.s(B) Z,:,(A)Z(,,(B) Z<§ Z~:,(A)Z,.(B) Z~.(A)Z.S(B) 

Z., 6 

Z,.,, 4/5 14/5 14/5 7/5 7/3 

Za~) 8/3 4 4 10/3 

~,:) 5/2 5/2 5/3 5/3 8/3 3/2 3/2 

ZW~ 6 4 4 

(lI) The table of Z.(A)Z(A)=~ b:.Zo(A) 

z~, Z.:, Z,. Z~:. Z.,, ! Z,., 7.,,,, 

Zct, 1/3 2/3 Z,z~ 1/5 4/5 ] Z(. 1/7 6/7 

ZcD ] Z~?, 1/2 1/2 I Zax~ 2/9 2/9 

Zc~ 

Z(21) 

Z~13: 

Z.'. 

Zc~ 3/35 8121 8115 

Z~,,, 1/3 

[ 1/5 
] I Z.b 1/6 

5/9 

3/5 

2/3 

2/3 

8/15 

2/5 

3/lO 

En t r i e s  not  s h o w n  in the  table  mean  zero for table  (I) and table  (II), respec t ive ly .  
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