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1. Introduction 

In estimating the standard deviation of a normal population, various 

ranges (simple range [1.2], linear combination of group ranges [3], and 
quasi ranges defined by F. Mosteller [4]) are often used instead o4 the 

sample standard deviation in view of their simplicity. However, when 
the sample size is greater than about I0, it is not desirable to use the 
simple range by reason of the practical loss in efficiency. The linear 
combination of the group ranges, which gives the best u~biased estimate 
of the population standard deviation, has been proposed by F. E. Grubbs 

and C.L. Weaver [3] in order to better the efficiency of the statistic 
range for sample sizes greater than II. But the gain in efficiency is 
not still adequate and, moreover, the complexity of computation of this 
estimate is increased much as compared to the simple range. F. 
Mosteller's quasi ranges are very useful statistics for estimating the 
population standard deviation, but based on the large sample theory. 

Recently, J.H. Cadwell [5] has studied the approximate distribution of 

quasi ranges. 
Instead of these statistics mentioned above, we consider the follow- 

ing statistic based on the difference between means of two groups 
devided by the sample mean. Let xf, x~, ..., x,, be a sample of size n 

from a normal population with mean zero and variance a 2. Let ~ be 
the group mean which is calculated from observations smaller than the 
total sample mean, #, and x the other group mean of observations larger 

t h a n  ~. T h e n  w e  a d o p t  the  s t a t i s t i c  U,~ def ined  b y  

(1) 
fo r  e s t i m a t i n g  a. F u r t h e r m o r e ,  w h e n  t h e  n u m b e r  of  o b s e r v a t i o n s  s m a l l e r  

t h a h  ~ is , ,  w e  define t h e  cond i t iona l  s t a t i s t i c  U~(v) as  

*) The details of this paper are given in [8] which was written in Japanese. 
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U,~(,~)---- x(n-- , ) - -  ~(,) ( 2 ) 

for a s a m p l e  of size n, where  ~ ( n - , )  and #(,) are  respec t ive  means  of 
two groups in the  case of ,. Since, in practice,  we  have information on 
the  number  of observat ions smaller  than ~ for  a par t icular  sample,  we  
should posi t ively make  use of this information and thus conditional 
s ta t i s t ic  U.~(,) is a desirable one for es t imat ing  a. Le t  N be the  random 
variable denoting the number  of observat ions smaller  than ~ and xf ~, 
~ r t  . rt , . . ,  x,~ be the  observations smaller  than ~ when N----~. Then U~,(,~) 
may  be r e w r i t t e n  as 

~ ( , ~ ) _  n 1 ~ , ( ~ 7 - ~ ) .  ( 3 ) 

that is, the sum of the negative deviations. 
Our proposed statistic has a relation with the mean deviation, 

T b i = ,  

in the  following way  ; tha t  is, since the  conditional mean deviat ion W~(.,) 
for  N - ,  is w r i t t e n  as 

w,~(,) = - - -  ~= ~x~ - .~) ,  ( 5 ) 
% i - 1  

we have 

u n ( , ~ ) = s  n-" w~( , ) .  ( 6 ) 
2 , ( n - , )  

The sampling dis t r ibut ion of W~, was obtained by H . J .  Godwin [6],  bu t  
the  present  author  has s tudied the sampling dis tr ibut ions of U,~(,~) and 
U~ by paying his a t t en t ion  to the sum of the  negat ive  deviations f rom 

the total  sample mean,  i .e. ~ ( x ~ t - ~ ) ,  and obtained the dis t r ibut ion of 

W~ independent ly  of Godwin. The efficiencies of the es t imates  based 
on 0~ and U~(,) as compared to ~he sample standard deviation and the 
coefficients of unbiasedness of our estimate are given with the help of 
these distributions. 

I express my gratitude to Professor J. Ogawa of Osaka University 

and Mr. Y. Utida for their invaluable encouragements, indications and 
criticisms. 

2. Distributions of U,,(,~) and U,,. 

Let  z~ ~ x~ ~ . . .  ~ x,, be an ordered sample f rom a normal popula- 
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t i on  w i t h  m e a n  zero  and  v a r i a n c e  a2: The  jo in t  d i s t r i b u t i o n  of x~, x~, 

�9 - . ,  x~ u n d e r  t h e  cond i t ion  t h a t  N = ,  is 

/ 1 ' , "  ~- 1 ~" J] 
f ( x , ,  . . . ,  x,,[ ~)= 1 n !  E - - ]  e x p / - - - - ~ - ] , x ~ |  ( 7 )  

(x~ <=x~<. . .<~x~  <_~<_m+, <__ . . .  <~x,~). 

The transformation 

y ~ = x ~ - V c  ( i = 1 ,  . . . , n - l )  
( 8 )  

leads  to  t h e  s i m u l t a n e o u s  f r e q u e n c y  f u n c t i o n  of Yl, " " ,  Y~-I, a f t e r  i n t e -  

g r e a t i n g  ou t  y,,, in t he  f o r m  

f ( Y l  , " " ,  Y,,-I ] " ) =  1 l / n  n '  

[ (9) exp --~ 

where y~ are restricted by the relations 

Y ~ - ~  Y~ ~ _  . . . . .  1 ( Y ~ + ' " + Y ~ - O  i = n - - l , n - - 2 ,  , ~ + 2 '  
n - - i + l  

1 
0 __--< y~+~ ____< --- 

YJ-,----< Y5 ~0 

-co < Yl _____<0 

Furthermore, we make 

v~2n7 G 

v97 

r n - ~ - 1  

~ _ ~ - ~ / _  1 ~ 

(Yl + �9 " " + Y,~) 

j : ~ ,  ~ - - 1 ,  . . .  . 2 

t h e  fo l lowing  t r a n s f o r m a t i o n  

~1 : - Yl + Y2 

~2 ---- - -  Y l - - Y ~  + 2y~ 

~,~ = - -  Y l  - -  Y2 . . . . .  Y , ~  

Yl + " " " + Y~ 
Tt--'w 

~+2------Y~+:-- YI+'"" +Y',+, 
n--,--1 

Yl  + " �9 �9 + Y ~ - 2  

2 

D~ (10) 
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N o w  
o 2 '~ 

Y; + Y.J+"" + Y~.-, + (Yl + " "  + Y~-1)- 

= o ~ ( ~ + . . . + ~ _ , +  n ~+~+,+. . .+~I_ , ) .  
T i l l :  

Since the  Jacobian of the  above t r ans fo rma t ion  is ( - -1)" - 'G-* ' - 'h /n- -~ ,  
the  joint  f r equency  func t ion  of ~ ,  . . . ,  &_l when  N-=u is g iven  by 

/(e~, . . . ,  &_~l,)=p~[_~=~]- ~2T_~.: n! \ ~ /  

e x p [  1 { ~ + . . . + ~ _ , +  n ~ + ~ + , + . . . + ~ , _ , } ]  (t2) 
Tt - -~  

where the domain of the variables is, from (I0) and (II), as follows: 

< ~.._~ < , / i + 2  &_~_~ ( i=1 ,  �9 .. , n - - , - - 2 )  0 

n - . ) ( ~ -  ~-  I) 
D2 0 ~  < ~ ( 1 3 )  

1 
o < ~-, <~7-7-~ ~ 

0 < ~ < / , ~ 2 ~ % + ,  ( j = , - - 2 ,  ,~ 3, 
- -  - -  - T  . . . .  , 1 )  

Notic ing the  re la t ion ~ = -  1 " G>/7 ,=,Z (-%- x), t hen  in order  to obtain 

the  f r equency  func t ion  of the  sum of the  nega t ive  deviat ions unde r  the  
condit ion t ha t  N=,, it  would be seen t h a t  we need t o  i n t eg ra t e  out  
~i, " "  , ~ - , ,  $~+,, " ' " ,  &-, f rom (12). Us ing  the  F. E. g rubbs '  F,.(x) [7] 
defined in connect ion wi th  the  d i s t r ibu t ion  of the  difference b e t w e e n  
the  e x t r e m e  and sample  mean,  we easily obtain 

f ( & ) =  P~[N=,~] ~./2r 

1 % 
- ~ / .  ( 1 4 )  

2 n - - ,  J 

From this, the distributions of our statistics U:,~(,), and W~,(,) are given, 
respectively, in the following way: 
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f ( U ' ~ ( u ) ) = - P ~ . [ N = . ] \ u ] ~ = 2 ~ \  n ) 

n ~r , n r , 2z 2 n 

and 
1 n 1 ( n 2 ~�89 

2(n-- .) a 2a 2 4 . ( n -  v) V~,[(,) (~6) 

Then the  dis t r ibut ion of the s ta t i s t ics  U.+ and W.~, which are  el iminated 
the  condition tha t  N=.~, are  obtained by 

f(U,~)= b-]f(U,~@))P,+[N=v], f(W,~)= ~_]f(W,,(@.P,+[N=u] (17) 

Especially, it is easily seen tha t  f(W,+) obtained above agrees  wi th  
Godwin's  resul t .  

3. P , s  
P,s are  the probabil i t ies tha t  the  number  of observations 

smaller  than ~ is v in a sample of size n. If  we  know the values of 
P,~[N--v], we can s imply t e s t  whe the r  or not our population is normal 
and also the  randomness of samples drawn f rom a normal population. 
In the  qual i ty  control, when we record the  number  of observations 
smaller  than the  to ta l  sample  mean,  ~, in each sample d rawn from the  
population of manufac tu r ing  process and find that  we  have f r equen t ly  
samples of too high or too low values of the  number  of the smaller  
observations,  i t  is necessary  to doubt  and examine  the  assumption of 
normal i ty  or the  exis tence of the  externa l  d is turbances  in the  manu-  
f ac tu r ing  process. 

The numer ica l  values of P ,~ [N= , ]  for  n = 2 ~ 2 0  have been t abu la ted  
in my  paper  [8] (in Japanese).  

4. Relative efficiencies of our estimation as compared to the sample 
standard deviation 

In this sect ion we  consider the  re la t ive  efficiencies, as compared to 
the sample s tandard  deviation, os our method to es t ima te  the  populat ion 
s tandard  deviat ion ~ based on the  s ta t i s t ics  U,+(v) and U++. Le t  E(zl.~) 
be the  mathemat ica l  expecCation of the  random variable  x under  the  
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condition tha t  N = ,  and let  E(x) be the one wi thou t  condition. Also, 
we  denote the  operator  of averaging wi th  respec t  to N by E.. and t he  
variance of a s ta t is t ic  T by D~'(T). 

W e  can consider the  following two s i tuat ions :  
( a )  To obtain the  unbiased es t ima te  of a as a whole. 
( b )  To obtain the  unbiased es t ima te  of a in each sample by  making  

use of the  knowledge of the  number .  
Obviously, the  method (b) of es t imat ion is more efficient than the  

method (a), since, in the fo rmer  case, we use the more  informat ion in 
es t imat ing.  

In the method (a), setting 

E(UO=k~,~, (18) 

the stat ist ics U~Jlc,, becomes a unbiased est imate of ~ as a whole. Then 
the relative efficiency, as compared to the sample standard deviation, 
of using the statistic U,,/Ic~, for estimating G may be evaluated as the 
ratio of the variance 

to the variance 

D~(u,,/]~0= 1 D~(U,,) 
k~ (19) 

D~'(&,/c,~) =-1  Df(S,,), (20) 
ch 

tn the  method (b), we use the  s ta t i s t ic  U,,(,~)/k.,,, in order to obtain 
the  unbiased es t ima te  of a in each sample, where  the  coefficient 1/k.,~,~ 
is calculated f rom 

E(U,~ I , )= k,,.,~ ~. (21) 

In this case the  efficiency on the  whole of our es t imat ion mus t  be  
evaluated  by  comparing the variance 

wi th  the  variance of S~,/c,, The tables of the  values of the coefficients 
of unbiasedness 1/k,, and 1/k,,,~ and the efficiencies of both methods of 
es t imat ion are  inser ted in [8] for sample sizes n = 2 ~ 2 0 .  The genera l  
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behavior of efficiencies of our estimates is illustrated by Fig. 1 with 

other estimates. 
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Fig. I. Efficieneies of the various estimates 

In Fig. i, w o and w~ represent the simple range and the first quasi- 
range, x,,_~-x~, respectively. Curves ~) and (7) are drawn by the results 

of [3] and [5], respectively. 

5. Remarks on eompnfa~Jon a.~d f~rther  works 

In pract ical  calculation of the  s ta t is t ic  U~(,~) for  each sample d rawn  
f rom the  populat ion may be carr ied out f rom two means 5 and 5(,) by 

the relation 

9 Z - -  '.~ 

hence if we t abu la t e  the  coefficients 1 n for  each n a n d ,  we can 

easily obtain the  individual value of the  unbiased s ta t is t ic  U:~(,)/~,,.~ in 
each sample. If we stand on the viewpoint of making use of the 
information of the number of observations smaller than ~, we could also 
efficiently and easily adopt the mean deviation W~('~) for estimating the 
population standard deviation since 

w,~(,) = 2 ,  ( ~ _  ~(,)>. 
?Z 

Like the  modified S-test using the  range  ms~e~.d of the  sample 
s tandard  deviation,  we can make another  modified S-test using our  
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statistic U. or U~(,). Since ~ and U.~(,) are stochastically independen% 
it will be easily found that the frequency function of the statistic 

T~-- ~--m (23) 

is g iven  by 

o 

ezp  x 2 1 -~ T:  dx, (24) 
L 2 n - ,  df,,~. ( n -  ,) 

w h e r e  d,,,~--lc.,, or lc,,,~ and K(n, . ) :  P I N : . ]  2~ d ..... / ( n - ~ )  :v~ 

f r e q u e n c y  f u n c t i o n  of uncondi t ional  s t a t i s t i c  T is obta ined as 

f (T) = ~_~ P[ N:,~]f(T~), 

it is necessary to tabulate the c~ percent values of T~ for each 'n, , and 
appropriate sJg'nificance levels ~ (0 <~< I). 
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