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1. Introduction

In estimating the standard deviation of a normal population, various
ranges (simple range [1.2], linear combination of group ranges [3], and
quasi ranges defined by F. Mosteller [4]) are often used instead of the
sample standard deviation in view of their simplicity. However, when
the sample size is greater than about 10, it is not desirable to use the
simple range by reason of the practical loss in efficiency. The linear
combination of the group ranges, which gives the best unbiased estimate
of the population standard deviation, has been proposed by F. E. Grubbs
and C.L. Weaver [3] in order to better the efliciency of the statistic
range for sample sizes greater than 11. But the gain in efficiency is
not still adequate and, moreover, the complexity of computation of this
estimate is increased much as compared to the simple range. F.
Mosteller’s quasi ranges are very useful statisties for estimating the
population standard deviation, but based on the large sample theory.
Recently, J. H. Cadwell [5] has studied the approximate distribution of
quasi ranges.

Instead of these statistics mentioned above, we consider the follow-
ing statistic based on the difference between means of two groups
devided by the sample mean. Let z{, 2%, ---, z, be a sample of size n
from a normal population with mean zero and variance o2 Let T be
the group mean which is calculated from observations smaller than the
total sample mean, %, and 7 the other group mean of observations larger
than . Then we adopt the statistic U, defined by

U=%—% (1)
for estimating . Furthermore, when the number of observations smaller
thah = is v, we define the conditional statistic U,(v) as

*#) The details of this paper are given in [8] which was written in Japanese.
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U () =T(n—v)—Z(v) (2)
for a sample.of size n, where xz(n—v) and Z(v) are respective means of
two groups in the case of ». Since, in practice, we have information on
the number of observations smaller than = for a particular sample, we
should positively make use of this information and thus conditional
statistic U,{v) is a desirable one for estimating ¢. Let N be the random
variable denoting the number of observations smaller than Z and z,
i, ---, x/ be the observations smaller than z when N=u. Then U,(v)
may be rewritten as

Une)= =~ 53wl ). (8)

n—y
that is, the sum of the negative deviations.
Our proposed statistic has a relation with the mean deviation,

7

W,==—2lzi—%|, (4)
n i=

in the following way ; that is, since the conditional mean deviation W, (v)
for N=»v is written as

W)= —%i(mﬁ’—@, (5)

=1
we have

1 n?

1 7w 6

2 =) (v) (6)
The sampling distribution of W, was obtained by H.J. Godwin [6], but
the present author has studied the sampling distributions of U,(v) and
U, by paying his attention to the sum of the negative deviations from

U, (v)=

the total sample mean, ¢.e., 3 () —7%), and obtained the distribution of
ie=1

W, independently of Godwin. The efficiencies of the estimates based
on U, and U,(v) as compared to the sample standard deviation and the
coefficients of unbiasedness of our estimate are given with the help of
these distributions.

I express my gratitude to Professor J. Ogawa of Osaka University
and Mr. Y. Utida for their invaluable encouragements, indications and
criticisms.

2. Distributions of U,(v) and U, .
Let 2, <z, < -+ <=, be an ordered sample from a normal popula-
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tion with mean zero and variance % The joint distribution of z,, z,,
-, =, under the condition that N=v is
f(@, oo Bl v)= L nl( l*yexp[ ﬁZx] (7)
P,[N:u] oV 2w 2% i
(xléxzé"'éxvéiéxvﬂ = - gxn) .

The transformation

vi=2,—% (=1, ---, n—1)
_ (8)
y’!L:m .
leads to the simultaneous frequency funection of y,, ---, ¥,—,, after inte-
greating out v,, in the form
1 %=1
Y1y =y Y- lU nn ( —->
Sy, ne1lv)= VLLN_V]-I/ -
1 o 9
exp [—2—5 it Fyi o+t - +y.n_1)2}} , (9)
g
where y,; are restricted by the relations
Yo = Y = *%—]{;‘—(y[ oot Yy) t=n—1,n—2, -, v+2
1
0 éyv“éﬁ%—u @+t D, (10)
Y= y; =0 J=v,v—1,-+-.2
—e <y =0
Furthermore, we make the following transformation
Vﬂo’ 51 = —y1+y2
V320 & = —Y1— Yo+ 2,
Vv~ o ==y —— - =Y+ =1,
Vvel, =—y—y— ¥
l/n—u—'—l o0& 1= —Yun T Ty R (11>
n—y n—v
}/72——1)—10_5“ :—Jv+° y1+"'+%+1
n—y—1 : n—y-—1
1 — 'n—l:.- _yn—l_ y1+ : .é_i_yn—?
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Now
Yityst oy F U FYa)?
:0‘2(5?‘1‘ A +E§_1+

n—vy

Since the Jacobian of the above transformation is (—1)"'¢~"/n-—u,
the joint frequency funetion of &,, ---, &,., when N=yp is given by

A E"“]”):Pn[zs?zu] (5 )t (1/127?>

n—y

where the domain of the variables is, from (10) and (11), as follows:

0<5ﬂ_1_'/z+2 i (=1, v+, m—y—2)
06,5 5 v 3
n—y)n—y—
D,y 0= <o (13)
0=é.=—L ¢
v—1
o<t s,/'7'+2s“, (G=v—2, v=58, -~ , 1)
J
Noticing the relation &,=-— L i (z;—x), then in order to obtain
g Y et

the freguency function of the sum of the negative deviations under the
condition that N=v, it would be seen that we need to integrate out
&,y &, Eyary <o+, By from (12). Using the F. E. Grubbs’ Fi(z) [7]
defined in connection with the distribution of the difference between
the extreme and sample mean, we easily obtain

re = UG

v<1/)s> ' y<‘/“ E)e‘zp[ ;‘ni éj (14)

n—y

From this, the distributions of our statistics U,(»), and W,(v) are given,
respectively, in the following way:
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F 0N =g () ()
B T (2 )y 1 020 ]

and
FWalN= P[N v] C’Z) 1/.‘;70 ( 4u(:— V) >%
o) Pl ) e gy 0] 09

Then the distribution of the statistics U, and W, , which are eliminated
the condition that N=v, are obtained by

FU)= ST BIN=v], A= SFWO)PIN=] (D)

Hspecially, it is easily seen that f(W,) obtained above agrees with
Godwin’s result.

3. P, [N=y]

P,[N=v] are the probabilities that the number of observations
smaller than Z is v in a sample of size n. If we know the values of
P,[N=u], we can simply test whether or not our population is normal
and also the randomness of samples drawn from a normal population.
In the quality control, when we record the number of observations
smaller than the total sample mean, 7, in each sample drawn from the
population of manufacturing process and find that we have frequently
samples of too high or too low values of the number of the smaller
observations, it is necessary to doubt and examine the assumption of
normality or the existence of the external disturbances in the manu-
facturing process.

The numerical values of P,[N=y] for n=2~20 have been tabulated
in my paper [8] (in Japanese).

4. Relative efficiencies of our estimation as compared to the sample
standard deviation
In this section we consider the relative efficiencies, as compared to
the sample standard deviation, of our method to estimate the population
standard deviation o based on the statistics U,(v) and U,. Let E(z|v)
be the mathematical expectation of the random variable z under the
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condition that N=» and let E(x) be the one without condition. Also,
we denote the operator of averaging with respect to N by Ey and the
variance of a statistic 7' by D*1").

We can consider the following two situations:

(a) To obtain the unbiased estimate of ¢ as a whole.

(b) To obtain the unbiased estimate of s in each sample by making
use of the knowledge of the number.

Obviously, the method (b) of estimation is more efficient than the
method (a), since, in the former case, we use the more information in
estimating.

In the method (a), setting

EU)=k,0o, (18)
the statistics U,/k, becomes a unbiased estimate of & as a whole. Then
the relative efficiency, as compared to the sample standard deviation,

of using the statistic U,/k, for estimating ¢ may be evaluated as the
ratio of the variance

U@m#%W@J (19)

7

to the variance
D¥(S/e)=-1 DS, (20)

7

.
where S,= A/M and e¢,= V/ E,_2~__:E'(Sn>/a.
7 7 1( n—1 )
fal it
2
In the method (b), we use the statistic U,(»)/k.,, in order to obtain
the unbiased estimate of & in each sample, where the coefficient 1/%,,,
is calculated from
EU, |\ VN=k.vo. (21)

In this case the efficiency on the whole of our estimation must be
evaluated by comparing the variance

By E(éf | u)— [EE(IEJ] u)T: E PUN=»] E(ki[ u>—1 22)

with the variance of S,/c,. The tables of the values of the coefficients
of unbiasedness 1/k, and 1/k,., and the. efficiencies of both methods of
estimation are inserted in [8] for sample sizes n=2~20. The general

7,V
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behavior of efficiencies of our estimates is illustrated by Fig. 1 with
other estimates.

Ico % 7 T T
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Fig. 1. Efficiencies of the various estimates

In Fig. 1, w, and w, represent the simple range and the first quasi-
range, T._;—=%., respectively. Curves 3) and @ are drawn by the results
of [3] and [5], respectively.

5. Remarks on compntation and further works

In practical calculation of the statistic U,(») for each sample drawn
from the population may be carried out from two means T and Z(») by
the relation

U ()=(n—»)—3() ="~ @E—2()),
n—y
n
Cuy TV
easily obtain the individual value of the unbiased statistic U, (v)/k., in
each sample. If we stand on the viewpoint of making use of the
information of the number of observations smaller than T, we could also
efficiently and easily adopt the mean deviation W,(v) for estimating the
population standard deviation since

hence if we tabulate the coefficients for each 7 and » we can

wu):—zn‘i@—%(u».

Like the modified #-test using the range instead of the sample
standard deviation, we can make another modified Z-test using our
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statistic U, or U,(v). Since z and U,(v) are stochastically independent,
it will be easily found that the frequency function of the statistic

- T—m (23)
)2,

is given by

F@)=Em,») [ o P Fo (-2 a)

n—y

oxp| —L g (1 b TE)] de,  (24)

L 2 n—yp divv(n—yv)
where d,.=Fk, or %,, and K(n, V):?[—A}:j_;:gl—v@) (;J/__U:)l—/-— As the

frequency funetion of unconditional statistic 7 is obtained as

7—1

F(D)=>P[N=v]f(T),

V=l

it is necessary to tabulate the « percent values of T, for each », v and
appropriate significance levels a (0<z<1).
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