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1. Introduction 

The purpose of this paper  is to give some t r e a t m e n t  of the problem 
of t es t ing  a composite hypothesis  against  a simple or composite al ter-  
nat ive.  In t e s t ing  a hypothesis, i t  is ve ry  desirable to know bounds of 
errors, because,  even if the  most  powerfu l  t e s t  is adopted, it is o f ten  
tha t  we cannot obtain the  exact  value of the  power  of the  tes t .  How- 
ever,  we  can easily ge t  them by means of the  affinity which was in- 
t roduced in [1].  Thus far,  A. Wald, E . L .  Lehmann,  C. Stein and 
other authors treated the problem of testing the composite hypothesis 

by introducing a measure in the set of probability distributions which 
makes the composite hypothesis. Especially, Lehmann and Stein [3], 
[4] reduced the composite hypothesis to a simple one under some 
conditions. In this paper we also set some conditions on composite 

hypotheses, which would be natural, and our idea of formulating hypo- 
theses is applicable to non-parametric cases. The bounds of possible 
errors of our test are easily obtained, although it is not always most 
powerful. Further, we can do without introducing any measure in the 
set of probability distributions. Our treatment runs along the line of 
papers  [1],  [2]. 

2. Definitions and fundamental lemmas 

Fi r s t  we  give the  fundamenta l  lemma of Neyman  and Pearson for  
the  sake of completeness  of description. 

LEMMA 1. (Neyman and Pearson) Let f (x)  and g(x) be two proba- 
bility density functions defined in a space R and let k be a constant and 
W a region in R such that 

k f ( x ) ~ g @ )  in W 
(2.1) 

kS(x) _> g(z) in R -  w 

Then, i f  W r is a region such that 
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fv, g(z) dx ~ fw 

LEMMA 2. Let L l /  f ~  (x) dx = g and 

lemma 1. Then we obtain 

L f(x) d~ < v / k  
(2.3) 

L g(~) ~ - 
dr  1 

PP~OOF: From (2.1) we have 

Therefore 

Similary 

s 

Therefore 

:Now, 

g(x) dx. 

W the same region as 'in 

~/f(Z) g(z) dz. 

v f(x) dx < 0 _ ~  

g(x) d x = l - ~ _ ,  v g(x)dx~ 1-/~_, v lfl~ f(mbg(x)dm 

> i -  v / U~ Vi(z )  g(x) d~ 

i v  g(x) dx >= l - - I /  kp 

we define a metric in the whole set X2 of absolutely conti- 

nuous probability distributions as follows: 

w h e r e  F~ and F2 are  any two e lements  wi th  densi ty  funct ions fl(x), 
f2(x), respect ive ly  (see [1]). For two sets ~o= {F} and ~ol={G} of X2, 
we define the  distance as 

(2.5) d(coo, ~o,)= inf d(F, G) 
l , '  E u.. 0 
G ~ I  

Then, we obtain the following 
LEMMA 3. Let Ho be the hypothesis that the random variable 

(X~, . . . ,  X~) is distributed according to a distribution function F in O~o, 
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and let HI be the alternative that (Xt ,  . . . ,  X~) is distributed according 
to a distribution funct ion  G in o~. Let d(wo, co~)= do > O. I f  there exist 
Fo in 04 and G in o~ such that 

(2.6) d (Eo, Go) = do 

(2.7) Fo(W)  >= F ( W ) ,  Go(W) ~ G ( W )  

f o r  some W =  {(x, . . . ,  x~); /Cfo(X~, . . .  , x~)<_go(x~, . . .  , x~)}, and f o r  
any element F in coo and any element G in ~ ,  where fo(x~, " "  , x~,) and 
go(X~, " . ,  x~) are density funct ions o f  Fo and Go, respectively, then we 
can use W as a critical region f o r  testing H~ against HI and we obtain 

(2.8) F ( W )  ~ ~ _ ~  po 

(2.9) G(W)  ~ 1 - 1 / k  po 

f o r  any F in ~Oo and G in co~, where po is the affinity between Fo and Go. 
This l emma is simply showed by lemmas 1 and 2. 
Generally, for  tes t ing  efficiently a hypothesis Ho tha t  the  t r u e  

distr ibution is contained in ~o against  a hypothesis tha t  the  true 

distribution is contained in o~ on the basis of a finite number of obser- 

vations, it is necessary that ~0 and co: are discriminated from each other 

so that d(~o, w~)> O. To discriminate ~o, w~ from each other, we want 

to employ Fo, Go which sat isfy (2.6) and (2.7) as discr iminat ing distribu- 
tions. Then, the  above lemma serves as fundamenta l .  In the  continuous 
case, we can take  Gaussian distributions, for  instance, as Fo and Go. 
This is why we give examples concerning Gaussian distr ibutions in the  
following section. 

. Examples 
PROBLEM i. Let (X1, �9 . . ,  X~) be a sample f r o m  a Gaussian population 

wi th  unknown mean $ and variance 1. Test the hypothesis Ho: {~ < = -  ~} 

against H1 : { ~ ~ ~ }. 
Under  hypothesis /To the  joint probabili ty densi ty  funct ion  of 

x1, . . . ,  x~ is 

(3.1) e 2 where  $o ~ - ~ .  

and under  hypothesis HI it is 
,~  ~. (x~ - 61) ~ 

(3.2) \ ~ - /  e 2 where  el_> z. 
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Then  the  affinity P($o, $~) b e t w e e n  (3.1) and (3.2) is 

e - ~  4 - d x  L . . .  dx.~,. 

n(to - ~1) ~ 
----e 8 

e 2 dX~ 

Therefore ,  when  $ o = - r  and $~=s, p(8o, ~) assumes  its m a x i m u m  va lue  
and consequent ly  the  dis tance d(Co, C~) is m i n i m u m .  

The most  powerfu l  
N ( +  ~, 1) is g iven  by 

( 2 ~ )  e 

t h a t  is, 

or 

critical region for testing N(--s, I) against 

~IL, (z.~ + ~)"- ( .~- ~)~ 
e 2 ~ l ~  

2r Z x~ ~ log lc. 
s 

When we denote this critical region by W, it is obvious that the 
condition (2.7) is satisfied for a suitable k. Therefore, we can use W 

for such k as the critical region for testing Ho against ~ and the 
errors are bounded as follows: 

size of W< P(-r s)_ I ~ = ~ / k  ~ / - E e  2 , 

~ 2  

1- -power  of W ~  ]1/%- p(- - r  ~ ) : Y ' k - e - - - 2 - .  

Now, we w a n t  to r e m a r k  t h a t  we can t r e a t  qu i te  in the  same way 
Ho' and H[ which consist  of all d is t r ibut ion  funct ions  sa t i s fy ing the  con- 
di t ion (2.7), respect ively .  

PROBLEM 2. Let  (XI ,  �9 �9 �9 X,~) be a sample  f r o m  a Gaussian popula t ion  

w i th  u n k n o w n  mean  ~ and variance 1. Test  the hypothesis  Ho: {I $1~vo} 
against  H1 : {I $ ] ~ w }, where  v l -  V o :  s > O. 

Under  hypotheses  Ho a n d / / i ,  the  joint  probabil i ty densi ty  functions: 
of X~, - . . ,  X~, are 
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n X 

(3.3) ~ e 2 (l~o I G .o) 

(3.4) ( _ ~ ) ~  :E?~,(x, - ~)~ e 2 (i G[ ~ w) 

n(&-;32 
respectively. The affinity p(G, ~1) between (3.3) and (3.4) is e 8 
Therefore, it attains its maximum value g~ at G = w ,  G=vl  and G = - v u ,  
$ 1 = - w .  The most powerful critical region W~ for testing N(VQ, 1) 
a~ainst N(w, t) is easily obtained by Iemma 1 as follows: 

~ 7 ~  __ 2 _~(.~ ~3 Z(z,- v~)~ 
e 2 ~_ke  2 

( ~ -  vo)(2x~-vo-w) ~ 2 log k 

2 ~,x~ ~ 2 loj_~_k + n ( v o _ w )  

Similarily we get  the most powerful critical region W2 for test ing 
N ( - v o ,  1) against N ( - v , ,  1), that  is, 

__ ~21og k +n(vo+w) ) 2Zx~  < - L - - - / - -  

Therefore, we may take the set-theoretical sum W of W~ and W~ for 
the critica] region for testing Ho against H ,  Then 

size of W G ~ p o  = e -~8-  

/ 

power of W ~  2(I-I/kpo)----2~I-I/k- 

PROBLEM 3. When the population is Gaussian N(O, G 2) wi th  mean 0 
and unknown variance a 2, test the hypothesis H0:[0< G2~a 2} against the 
alternative H~; Ib~ ~ ~- < c2t where a and b are given numbers such that 
O . < a < b .  

According to hypotheses Ho and //1, the joint probability density 
functions of sample (X~, . - . ,  X~) are respectively. 

1 ~ 7, _Exd  (3.5) ~ / ~  e 2~o~ (0 < ~o ~ a 2) 

(3.6) ~ e 2~d ( b2 ~ a~) 
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The affinity p(~0, ~:) b e t w e e n  (3.5) and (3.6) is \ ~3+G~/ as is easily 

calculated.  Also we can easily ver i fy  t h a t  p(~o, G:) a t t a ins  its m a x i m u m  
value  a t  ~ = a 2, ~ = b ~ . 

The most  power fu l  cri t ical  region W for  t e s t i ng  N(0, aD agains t  
N(0, bD is g iven  by 

1 ~ ~z,- 1 --" x'- ~ 

that is, 
~,  x~ > 2a2b~ (log k + n log b -  n log a) 

b 2 _ a 2 

Since we can easily verify that the condition (2.7) in ]emma 3 is satis- 
fied by taking /~ suitably, we can use W as the critical region for testing 
Ho against /f:. Then 

size of W < ~ (  2ab ~ 
v /  k \ a2 + b 2 / 

- -  2ab : power  

PROBLEM 4. Wlaen the population is Gaussian N($, as), test the 
hypothesis Ho: { ~ c ,  0 < a 2 ~ a  2} against the al ternative H : : { # ~ d ,  
a2= b2}, where a, b, c, and d are given numbers and b > a, d - c = r  > 0 .  

Under  the  hypothesis  Ho and the  a l t e rna t ive  H: we have the  joint  
probabi l i ty  dens i ty  funct ions  of X:,  . . . ,  X,~ 

(3.7) ( \ e 2~o ~ (0 < ~o ~ a2, ~ ~ c) 

and 

(3.8) e 2 ~  ( ~  = b ~, ~ => d ) .  

The affinity p(~o, Go ; ~:, b) b e t w e e n  (3.7) and (3.8) is 

\ ~ /  e 4(60 e+b') . 

As can easily be seen, p(~o, ~o; ~: b) a t t a ins  its m a x i m u m  value a t  ~o=c, 
~, = d, and ao = a 2. 

The  mos t  powerfu l  cr i t ical  region W for  t e s t ing  N(c, a ~ agains t  
N(d,  b ~) is obta ined in the  fol lowing fo rm 
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that is, 

( 1 ) "  ~(x'-d)~ ( ) " ~ ( x ' - c ) ~ ~  e 2b~ > k  1 T e 2~ 
= 27ra2 

- t L 2 a  2 = ( t  " 

A f t e r  a s imple  ca lcula t ion,  th is  becomes 

> 
~.1 b2-a 2 = (b2- a2) 2 

and  we  g e t  

size of W < ~ k k  P(C, a~; d, b e) 

power  of W__> 1-V'7/-V(c,  a~; d, b 2) 

.~. / 2ab "~ ~- 4(a2+b :-') w h e r e  p(c, a2; d, 0-)----[ a-T~+b2 ) e 

The condition (2.7) is satisfied for W, Ho and Ht when takin~ a 

proper value of Ic. 
PROBLEM 5. Let Ho be the hypothesis that two independent random 

variables X ,  X2 have the same Gaussian distribution, i. e., the distribution 
o f  (X1, X2) has the density function o f  the form 

-" 1 E~o~ (z.,- ~o) ~- 

., =, 27r62 

Let ~ be that (X ,  X2) the alternative hypothesis has any distribution func- 
tion with density 

1 ~ol (z, - m~) "-~ 
g(x~, x2)= e 2~ 

2 7r cre 

where the point (ms, m~.) lies more than $o distant f rom any point 
(too, too). Then, test Ho against H~ on the basis of  a random sample of  
size n. 

To t r e a t  th is  p rob lem w e  employ  the  se t  
( " ~ . o 

W =  x~,  - . . ,  x~" x2~, . . . ,  x~)" k < e 2~ E ~  [('~'j-'~~ -(.~,,-m~-}] 

as the  c r i t ica l  region.  The point  of th is  se t  satisfies 
- -  2 

~o + ~ / 2  ~ log k < (y~-~ , )  
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and vice versa, where  

Xi--XilH- " ' "  ~ - X l "  , "~2 ~ Z 2 i J r  " ' "  -~-X2n 

n % 

As to the  affinity p b e t w e e n  two dis tr ibut ions with f ( z )  and g(x), 
the  size e of W, and the  power  v of W we have 

p max. ~ e 8a~ 

(.) ~ < ~ -  1 --87~- 

nb~., 

h~ I f  we put  8 o = ~ ,  where h is any number, then @) is r ew r i t t en  as 

h~ 
1 - G  

~ ~/W e 

and 

1 - v  <~ W'~e-  s 
Therefore,  when we wish to t e s t  the  hypothesis  of the  same dis t r ibut ion 
against  the  a l t e rna t ive  which is defined by  the dis t r ibut ion funct ions  

5~ 
more than 3o=~-~ distant from any distribution function with density 

I - Z;-~' ('~- ~n~ 
2~G2 e 2~ and moreover, when we wish ~ ~ 0.05, then putting 

k--0.764, a <- 3.5~/~xz-#~ defines a wanted critical region. In this 

case l-,j ~ 0.0384. 

The following examples are taken from our experiment on effec- 
tiveness of the warm-shades made of the agricultural vinyle over 

Japanese cedars and Japanese cypresses. In autumn, 1953 we got the 
following data of the length of their young plants. 

( J a p a n e s e  cedars} 
the sample  mean  for  the vinyZe treatment 
the  sample  mean  for  the control treatment 

3.5s ~2 .17  

#2 = 33.27 
#1 =28 .06  

x f - # ~ =  5.21 

uni t  : cm 
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where  s is an unbiased es t imate  of 

( J a p a n e s e  cypresses  > 
the  sample mean for the vinyle treatment 
the  sample  mean for the control treatment 

3.5s - 1 . 7 9  
v / n  

~2=23.62 
~1=19.17 

k 2 - 5 1 =  4.45 

uni t  : cm 

These resul t s  seem sa t i s fac tory  to r e j e c t  our hypothesis of the  same dis- 
t r ibut ion.  Still more, this t e s t  is applicable to the  case where  the  
tail  of any dis t r ibut ion in H~ which is nearer  to the  a l t e rna t ive  dis- 
t r ibu t ion  is covered by  a Gaussian dis t r ibut ion for some sui table  h, or 
any  devised re(i=1,  2). 

( C a s e :  s%0.05) 

0.0385 

h u +2 log k 

2.707 

0.365 

3.586 

I 5 

0.874 0.222 

3.465 

0.044 0:068 

0.0024 I 0.00I 

3.536 3.687 

0.000002 

3.885 4.125 

0.0008 

0.00000 
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