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Abstract: A new point-tree data structure genetic pro- 
gramming (PTGP) method is proposed. For the discontinu- 
ous function regression problem, the proposed method is able 
to identify both the function structure and discontinuities 
points simultaneously. It is also easy to be used to solve the 
continuous function's regression problems. The numerical ex- 
periment results demonstrate that the point-tree GP is an effi- 
cient alternative way to the complex function identification 
problems. 
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0 Introduction 

W e test a new GP structure called Point-Tree (PT)  

structure on symbolic regression of discontinuous 

function. In a regression problem we are searching for a func- 

tion that closely matches an unknown function based on a fi- 

nite set of sample points. Genetic programming (GP) intro- 

duced by Koza E8 uses a tree structure to represent an executa- 

ble object or model. To understand how GP can find the un- 

kown function automatically, please refer to Koza E8 . We would 

like to point out that when GP is applied to regress discontinu- 

ous functions, it gets a bad performance and bad candidate so- 

lutions. In attempt to improve both algorithm performance and 

solution quality, we use a new GP structure called PT struc- 

ture. The new structure GP gets a good performance and so- 

lutions. 

The next section defines the symbolic regression problem 
and how this is solved using genetic programming algorithm. 

In Section 2 we provide detail information on the PT structure 

and its genetic operations and show how this structure can be 

presented as a discontinuous function. In section 3 we explain 

our experiments and we provide numerical results. Finally we 

draw some conclusions and we provide some ideas for further 

research. 

1 Symbolic Regression 

The purpose of solving a symbolic regression problem is 

to find a function that closely matches some unknown function 
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on a certain interval/2J. More formally, given an un- 

known function f (x)  we want to find a function g(x) 
such that f(xi ) = g (xi) ~/xi ~ X, where X is a set of 
values drawn from the interval we are interested in. Note 

that we normally do not know f (x)  precisely. We only 

know the set of sample points { ( x , f ( x ) ) l x ~  X}. In 

this study we use predefined functions and uniformly 

draw a set of 100 sample points from it to test our regres- 

sion algorithm. 

We use a genetic programming algorithm to generate 

candidate solutions, i.e. g(x). These functions are pres- 
ented as binary trees built up using binary functions and a 

terminal set. The precise definition of these sets and 

other parameter settings varies between the two experi- 
ments presented later. Therefore, we defer the presenta- 

tion of these parameters until Section 3 where we conduct 

our experiments. 

The selection scheme in an evolutionary algorithm is 

one of its basic components. It needs a way to compare 

the quality of two candidate solutions. This measure- 
ment, the fitness function, is calculated using knowledge 

of the problem. In symbolic regression we want to mini- 

mize the total error over all samples. This is defined as 

the absolute error in (1), which will be the fitness func- 

tion for the GP algorithm. 

e =  Y] I f(a:)-g(a:)  I (1) 
at-fiX 

Other fitness functions can also be used. For instance, 

based on the mean square error. We use this simple ap- 

proach in this paper. 

2 Point-Tree Structure 

The point-tree structure is used to solve the regres- 
sion problem of discontinuous function. As we know, 
there are several models in a discontionous function. Each 

of them is called a sub-function. Sometimes, these sub- 
functions are total different and they can't be represented 

as one model. The GP method tries to represent them as 

one model. This is the reason that GP gets a bad per- 

formance and bad solutions. 
The point-tree structure uses an array of trees to 

present sub-functions and an array of floats to keep discon- 

tinuities' information. This is the right structure. Fig. 1 
shows the structure. The target function is Eq. (2). We 

suppose that we had known how many discontinuities the 

function had. It can be guessed from prior information. 

f ( x ) =  / 2 x + 1  - l ~ < x < 0  
I x - 3  0 < ~ x < l  (2) 

start point discontinuity(d o ) end point 

-1 0 1 

sub-function 0 sub-function 1 

Fig. 1 Individual structure of a point-tree representation 

2.1 Crossover 
A crossover operation combines the genetic material 

of two parental individuals by swapping certain individual 

parts. The crossover for point-tree structure can be real- 

ized in two parts. The first part takes place on the sub- 

functions like tree-based crossover(T crossover). First 

we randomly select the number of the sub-function, so 

the sub-function in each parental individual which takes 

part in the tree-based crossover operation has decided. 

Then, in these sub-functions the crossover operator 

chooses a node randomly and exchanges the two corre- 

sponding subtrees. Fig. 2 illustrates this tree-bassed re- 

combination method. 

The second part takes place on the discontinuities(D 

crossover). First we randomly select the number of the 

discontinuity, so the discontinuity in each parental indi- 
vidual which takes part in the D crossover has been decid- 
ed. Then the mean value of the two discontinuity takes 
the place of them to form new individuals. Fig. 3 illus- 

trates this disscontinuity based recombination method. 

For point-tree structure we use both methods but 
only one at a time. The following algorithm for the 

crossover of point-tree structure is applied for crossover. 

procedure crossover ( indl, ind2) 

1) randProb = random value between 0 and 1 ; 

2) if (randProb < prob ..... ) 

3) perform a T cossover; 

4) else 

5) perform D crossover; 

6) endif 
end 
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In our tests the parameter probxowr, which defines 

the probability whether the T or D crossover method is 

used, is set to the 50O//oo. 

sfO in parent 1 

sf0 in child 1 

sf0 in parent 2 

sf0 in child 2 

Fig. 2 Tree-based crossover 

start point discontinuity 0 (do) end point 

-1 0.5 1 parent 1 

start point discontinuity 0 (do) end point 

-1 O. 1 1 parent 2 

start point discontinuity 0 (do) end point 

-1 I 0.3 1 Ichild 1 
start point discontinuity 0 (d~) end point 

- I  0,3 l child 2 

Fig. 3 Discontinuity-based crossover 

2.2 Mutation 
The difference between crossover and mutation is 

that mutation operates on a single individual only Ea? . Af- 

ter the crossover of the population an individual is chosen 

with a given probability for mutation. If the mutation op- 

erator selects a sub-function for mutation, the sub-func- 

tion swaps in a new randomly initialized subtree. If the 

mutation operator selects a discontinuity, the discontinui- 

ty is substituted by a new random value. The altered in- 

dividual is then placed back into the population. 

3 Experiment and Results 

To test the performance of the point-tree structure 

GP we do a number of experiments. Koza's GP. and, 

PTGP ars tested with given setting as shown in Table 1 

and Table2. We use 100 independent runs for each set- 
ting in which we measure mean, median, stand devia- 

tion, minimum and maximum absolute error and the 

number of generations. We also count the number of suc- 

cessful runs. Where we define a run successful if the al- 

gorithm finds a function that has a zero absolute error. 

Furthermore, in PTGP algorithm, to know whether the 

PTGP algorithm can find the discontinuity automatically. 

we measure mean, median, standard deviation, minimum 

and maximum value of discontinuity. 

Here we present two experiments with the given 

functions (3) and (4). Table3 and Table4 show the re- 

sults. In function (3) ,  GP has no any successful run, 

but PTGP has 67 successful runs out of 100. In function 

(4), GP has no successful run either, and PTGP has 80 

successful runs out of 100. When we focus on fitness it 

appears that PTGP is significant better than GP. Its me- 

dian value approaches zero. When we restrict our com- 

parison to the number of generations, PTGP is also a 

winner. The GP always need 200 generations, the maxi- 

mum generations. When we look on the median value of 

the discontinuities in PTGP, they all fall in areas of 

F - 2 . 0 4 , - 1 . 9 6 ] ,  E-o .  04, 0.04],  ]-1.96, 2.04]. We 

can infer PTGP can find discontinuites automatically. 

1.0, - 4 ~ x % - 2  

- 1 . 0 ,  - 2 ~ x % 0  
f ( z )  = 2.0, 0 ~< x < 2 (3) 

1.0, 2 ~ < x < 4  

1.0, - 4 ~ < x < - - 2  

f ( x ) =  - ( x + l ) ,  - 2 < ~ x < 0  
x - - l ,  0 ~ x < 2  (4) 

1.0, 2 ~ < x < 4  

4 Conclusions 

We have shown how the point-tree structure can be 

used to boost performance in symbolic regression of dis- 

continuous functions. We like to point out that the core 

factor of enhancement is the structure, i.e. point-tree 

structure accurately presents the essential structure of a 

discontinuous function. 

We also like to point out that a continuous functiong 

regression can also use this structure. When the parame- 

ter number of discontinuities is sets to zero, the whole 

function has only one sub-function and this sub-function 
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is continuous. So the whole function's evolution is a con- 

tinuous function's evolution. 

The point - tree structure has two parts. One is sub - 

functions, another is discontinuities. Each error of them 

can affect the individual's fitness. So how to make them 

cooperate perfectly is our future work. 

Table 1 Setting in GP lhble 2 Setting in PTGP 

Parameter Value Parameter Value 

maximum generation maximum generation 
stop criterion stop criterion 

or perfect fit or perfect fit 

function set { + ,  - - ,  * ,  pdiv, sin, cos} function set {q-,  - - ,  * ,  pdiv, sin, cos} 

terminal set { 1, x} terminal set { 1, x} 

population size 500 population size 500 

crossover 0. 7 crossover 0.7 

mutation 0. 2 mutation 0.2 

reproduce 0. 1 reproduce 0.1 

initial depth 2 initial depth 2 

maximum maximum 
10 6 

depth depth 

maximum 
maximum 200 

200 generation 
generation 

number of discontinuites 3 

Table 3 Result of function (3)  

median mean stddev rain max 

GP fitness 24. 916 4 25. 318 1 6. 813 3 11. 807 0 43. 161 3 

generation 200 200 0 200 200 

PTGP fitness 0 0. 671 46 1. 808 81 0 8. 549 74 

generation 100 115.52 69. 331 07 19 200 

do --1.  990 34 --1.  982 14 0.068 59 --2.  128 83 --1.  756 49 

dl --0.  007 85 - -0 .009 84 0. 069 08 --0.  188 25 0. 266 32 

d2 2.00 95 12. 025 97 0. 079 53 1. 815 63 2. 331 16 

"PaNe 4 Result of function (4)  

median mean stddev rain max 

GP fitness 3. 425 89 3. 760 54 1. 742 3 1. 061 8 8. 931 29 

generation 200 200 0 200 200 

PTGP fitness 0 0. 358 29 1. 257 7 0 7. 482 59 

generation 77 99.92 67. 037 1 20 200 

do --1.  987 35 --1.  977 87 0. 068 2 --2.  258 16 --1.  801 29 

d~ --0.  005 78 --0.  001 7 0. 065 48 --0.  235 24 0. 211 54 

d2 2. 026 4 2. 037 25 0. 075 11 1. 816 1 2. 298 22 
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