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ABSTRACT. Mathematical  methods of experiment  design have so far found little use in the optimization 
of microbiological processes. The conventional optimizat ion procedure is still the t ransformation of func- 
t ional relationship of n variables into n unidimonsional optimizations; furthermore,  the Box-Wilson gradient  
method is often used. This paper  presents a review of methods used in other  fields, and  their application 
in microbiological practice. The methods are classified according to whether  they require, besides the  
simple determinat ion of the  objective function (direct search methods),  also the finding of its first (gradi- 
en t  methods) or second derivative (l~ewton-Raphson method). A modified Rosenbroek's  method of direct 
opt imum search and the gradient  Box.Wilson method were used in parallel for the optimization of yeast 
growth on methanol.  Their  comparison showed tha t  Rosenbrock's method is more suitable for mult i .  
parameter  systems. 

OPTIMIZATION METHODS 

The economical utilization of every microbiological process requires the optimization 
of cultivation conditions. These include the selection and dosage of energy and 
carbon source, nitrogen, phosphorus, potassium and magnesium sources, growth sub- 
stances, etc., both at the qualitative and quantitative level. Other equally important 
cultivation parameters are e.g. level of dissolved oxygen in the medium, pH of 
cultivation medium, and cultivation temperature. In the way of optimization cri- 
terion, the highest cell yield, growth rate, or the amount of product can be chosen. 
The optimization of cultivation conditions is still done mostly using empirical 
methods which either fail to project adequately the mutual relationships of indi- 
vidual optimized parameters or are excessively laborious and time-consuming, es- 
pecially when a higher number of variable parameters is involved. The optimization 
should generally take into account, and analyse systematically, the influence of all 
factors under study on optimization criterion, e.g. the growth rate. A number of 
optimum search methods based on mathematical experiment design have been 
evolved in the chemical industry to bear on various technological regimes (Nalimov 
and Chernova, 1965; Biryukov, 1969; Himmelblau, 1970; Adler et al., 1975). These 
methods are designed for multidimensional systems and make it possible to seek 
the free extreme or the extreme with limitations. Each of the methods has its specific 
properties that restrict the extent of its use. The selection of the method itself rep- 
resents thus the keynote step of every optimization treatment. The factors to be 
taken into account include e.g. the number of variables defining the objective rune- 
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tion under s tudy,  the accuracy of their measurement,  required accuracy of opt imum 
at tainment ,  computat ion facilities, and, above all, the type  of the process examined 
and the way  of obtaining experimental data (the values of variables and the ob- 
jective function). One method is suitable for a set of parallel experiments, another 
for a successive series of experiments. This last criterion is of special importance in 
biological processes where single successive experiments are sometimes hard to 
reproduce. The extreme search methods can, in general, be divided into three groups: 
direct search methods requiring no derivative of the objective function according 
to parameters,  gradient methods requiring the first derivative, and the Newton- 
Ralphson method requiring both,first and second derivative. The methods applicable 
in microbiology are surveyed in the paper by  Maksimov and Fedorov (1969). 

DIRECT SEARCH METHODS 

Alteration of  single variable. This method reduces the multidimensional opt imum 
search procedure to a one-dimensional one ("one-factor-at-a-time method").  One 
parameter  is variable while all the others are kept  constant�9 This process results in 
determining a value of the variable which corresponds to an optimum value of the 
criterion under study. The procedure is carried out  with all optimized factors and 
is repeated until  the required accuracy of objective function determination is reached. 
The large number  of experiments needed to find individual local opt ima and the 
overall opt imum of the process ~,~_~kes the method very  slow and unwieldy; it also 
fails to project  adequately the mutu~! interactions of individual optimized par- 
ameters. Despite these shortcomings, the method is still currently used in micro- 
biological practice. 

Optimization by mult idimensional  factor plan. The method is based on a factor 
plan of the experiment (Nalimov and Chernova, 1965; Nalimov, 1975) set up by 
dividing the searched parameter  region into uniform segments, performing exper- 
iments in the points so obtained, and determining the magnitude of the objective 
function. The network is then condensed in the places of the opt imum values found. 
The method thus represents a mapping of the whole parameter  area. I ts  application 
to biological problems was described e.g. by Lewis and Ijichi (1957), Auden et al. 
(1967), Fedorov et al. (1968), MeDaniel et al. (1970), Grachev et al. (1970), Krayush-  
kina et al. (1973), and Dumenil et al. (1975a). Details of the multiplimensional fac- 
torial plan are g iven below in the paragraph on the Box-Wilson method. 

Rosenbrock's method. The original method (Roscnbrock and Storey, 1970) had to 
be modified for the work with biological material (Votruba et al., 1975). The method 
makes use of an information on the objective function (optimization criterion) de- 
termined by  measurement. At the beginning of optimization for n variables xl, xe . . . .  
� 9  xn, one has to chose n orthogonal unit vectors vl, v2, �9 �9 �9 Vn and a set of n lengths 
of unit steps ]c~, k2 , . . ,  kn. The step lengths may be both positive and negative. 
Segments  of klvl, k2v2 . . . .  knv, are gradually added to the selected starting point 
2o = (xl, x2, .  �9 �9 Xn), yielding new points xl, x2, �9 �9 �9 Yn. A further step is the com- 
parison of the values of objective function at points ~o and xl, xz, .. �9 ~n, namely 
F(2o) and F(21), Y(22), �9 .. F(2n).  I f  the objective function is to be minimized, such 
as is the case e.g. with cultivation period, then if F(21) =< F(2o), the 2o is in the 
next step replaced by  21 and, consequently, 2o -~ 21 and F(~o) = F(21). Provided 
that  F(21) > Y(2o), the shift of the coordinate in direction vl has been unsuccessful, 
and 20 and F(2o) retain their original values during the following measurement.  
A similar procedure is adopted during the search of objective function changes in 
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FIQ. l. Schematic outline of  :Rosenbrock's opt imizat ion method  f o r .  = 2. 

directions v2, �9 �9 �9 vn and thus at points ~2, �9 �9 �9 ~n. The maximization of the objective 
function, e.g. with specific growth rate, is done likewise bu t  the expected outcome 
is that  F(21) > F(~o), etc. Changes in all optimized directions are measured at the 
same time. The procedure remains the same in the following experiments, the only 
change being in the lengths k1( j - -  1 , . . .  n). After each comparison of objective 
functions F(2o ~ kjvj) and F(~o) the length of step /c I is multiplied by  factor 3 (in 
the case of success) or -- 1/2 (after a failure). The values of these factors have been 
recommended by  Rosenbrock and Storey (1970) on the basis of a numerical exper- 
iment. A sequence of unsuccessful experiments results thus in the shortening of 
step length and an oscillation in the sign, a series of successful experiments leads 
to a rapid advance towards the optimum. I f  at least one unsuccessful step has been 
done during the evaluation in each of the directions vl, the original set of vectors 
vl (j ---- 1 , . . .  n) is superseded by  a new system of orthogonal unit vectors wj (j ---- 
= 1 , . . .  n) using Gram-Schmidt orthogonalization (Rosenbrock and Storey, 1970; 
Votruba et al., 1975). After the rotat ion of the original vectors, the new vectors are 
used to carry out a new computat ion cycle with the original step lengths /cj (j ---- 

1 , . . .  n) or with lengths used for the last unsuccessful step in the given direction. 
The original starting point $o is replaced by  point ~t obtained from the previous 
measurements. For the sake of clarity, the procedure is i l lustrated graphically in 
Fig. 1 (for 2 factors). The method has not yet  been used in microbiology, but  it has 
served for a successful optimization of chemical processes (Hoffmann and Hoffmann, 
1971). 

Hoolc-Jeeves method. The basic tenets of the procedure are the same as with Rosen- 
brock's method but  it differs from the former technique in tha t  the search vectors 
are not rota ted after an unsuccessful step but  the measurement is carried on with 
original vectors until the selected accuracy limit is exceeded (Hooke and Jeeves,  
1961). Historically, the Hooke-Jeeves method is a predecessor of the Rosenbroek's  
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method and served as a basis which was further developed and modified by Rosen- 
brock and Storey (1970). 

Simplex  method. This method requires a selection, in an n-dimensional space, of 
a regular polyhedron determined by n - ?  1 points, called simplex (Hoffmann and 
Hoffmann, 1971; Kubi6ek a Hlavs 1972). In a two-dimensional space, three points 
arc thus selected, forming an equilateral triangle, and the values of objective func- 
tion at these points are determined. In the next step the following point is defined 
so that it forms a new regular triangle with two vertexes of the original triangle; 
three possible selections offer themselves in a two-dimensional space. The comparison of 
objective function values of the eliminated and the newly chosen point in the 
triangle gives the direction of approach to Optimum. The length of the triangle side 
can be adjusted so that the functional value (optimization criterion) increases or 
decreases depending on the aim of the procedure. The method is extremely suitable 
for multidimensional systems. Its practical use is mostly with asymmetrical poly- 
hedron based on a modified empirically derived computation procedure described by 
Nelder and Mead (1965). Each step permits the performance of only one experiment, 
which is unsuitable for microbiological processes. Like Rosenbrock's method, 
this procedure can also be modified. Simplex method was practically applied in the 
optimization of intermediary product in successive reactions (Morgan and Doming, 
1973, 1974; Dean et al., 1975). The application of the method in biology was de- 
scribed by Fedorov et al. (1968), Pisarenko et al. (1971), Tsaplina et al. (1973) and 
Dumenil et al. (1975b). Older literature was reviewed by Iqalimov (1975). 

Other procedures for direct optimum search are e.g. the techniques described by 
Powell (1962; 1964). Combination of Powell's and the Hook-Jeeves technique was  
used by Unddn and Hed6n (1973) for optimal fermentor control. 

GRADIENT METHODS 

In these methods, the search for optimum proceeds in the direction of the steepest 
slope, i.e. in the direction of objective function gradient 

~F 3F 8F 
VF(x) ---- gradF(x) = el ~ + e2 ~ W . . . e ,  ~x'---~ ' 

where xl, x2 , . . ,  xn are individual optimized variables and el, e2, . . ,  e,  are base  
unit vectors. 

Box-Wi l son  method. The principle of the method is the interpolation of regression 
function through experimentally obtained objective function values in points defined 
according to a predetermined plan. The optimum is then approached in the direc- 
tion of the gradient of regression function since in this direction the function has  
its steepest ascent (Box and Wilson, 1951). F--~  F ( x ) =  F(x l ,  x 2 , . . ,  xn) is the 
optimized objective function (e.g. specific growth rate) that  depends on n variables 
(xl, x2 , . . ,  x,). The point xo = (xlo, x20,.., xno) is an arbitrary starting point and 
values dl, d2 , . . ,  dn are differences corresponding to coordinates Xl0, Xu o , . . .  x,o. 
The values xlo 4- dj, where j = l, 2 , . . .  n, define generally two levels for each co- 
ordinates. All combinations of these values, whose total number is 2n, define then 
the coordinates of points in the vicinity of the starting point xo. A 2n factorial plan 
can then be set up for n coordinates as follows: 
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Coordinate of 
vicinity point xl x2 xa 

xl + -4- + 
x~ -- + + 
xa + -- + 
~ 4  _ _  _ _  

x 5  -4- + - -  

I f  F1, F2, �9 �9 �9 tv2n are values of function F in points xl, x2, �9 �9 �9 x~,, the n-dimensional 
linear regression function interpolated through these points by  the least squares 
method has the equation y .= ao -4- a l x l  + a2x2 + . . .  anxn. This equation is the 
first approximation of function 2' at  point x o. The regression function gradient de- 
termines the direction of steepest ascent of function F at point x o 

~y ~y toy 
g r a d y  = Vy = e l - ~  1 + e2-5~  2 + . . . e , . t o x ,  

The comparison implies that  

~y ~y ~y 
- ~ - - -  , . 

~xl a l ,  ~ x 2  - -  a 2 ,  . t o x n  - -  a . ,  

where al, a 2 , . . ,  an are regression function coefficients. The next step is the selec- 
t ion of the opt imum approach step length (H) and an advance from the starting 
point  x ~ in the direction of function y gradient by  whole multiples of step length H. 
The coordinates of the next  points are thus defined by: 

�9 ~ = x~o+ H--~-(, x2o+ H--tox~ ; " " x " ~  H-~--~. 

( toY"  toy toY) 
x 2H ~ xl0 ~- 2 H - ~ 1  , x20-~ 2H--tox2 ; "'" x , o ~  2 H - - ~ ,  

xmH = (xlo + m H  ~-~Yxl " X~o A- m H  t o y .  ) ' tox-----2 ' " '" x ,o  + m H  toy toxn , 

x H ---- @10A- Hal ;  x20-f- Ha2; . . . ;  x n o +  H a . )  

x 2H = ( X l 0  + 2Hal;  X2o + 2Ha2; . . . ;  xno + 2Hart) 

x rail = (xlo ~ mHal ;  X2o ~ mHa2; . . . ;  Xno .~ m i l a n ) ,  

where m ~ 1, 2 , . . . ,  M; M is the total  number  of approach steps. These relation- 
ships hold for maximization of objective function, in the case of minimization the 
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FIG. 2. S c h e m a t i c  ou t l i ne  o f  B o x - W i l s o n  
o p t i m i z a t i o n  m e t h o d  for  n ~ 2. 

signs of the inequalities change. The coordinates x mH correspond to functional 
values of F mlt = .F(xmH). The approach towards the opt imum ends at step m in 
point x mH which satisfies the formula: 

F(m-1)H ~ ~T~mH ~ ( m + l ) H  , 

The value F mH ~-- .F(x mH) is assumed to be the opt imum of function F at ta ined in 
point x mH. The criterion for the opt imum is based on testing if the functional value 
in the assumed optimum point is higher or equal to functional values of the points 
of the 2n-factorial plan with the opt imum as the central point. 

I f  the a t ta ined accuracy of approach is considered insufficient, the point  x m g  is 
taken as the new starting point and the whole procedure is repeated. Fig. 2 demon- 
strates the whole procedure for n ----- 2. The above equations are valid when the 
magnitudes of individual coordinates and differences are mutually compatible, i .e.  
of the same order. In the opposite case coordinate transformation is to be carried 
out (Schr6der, 1972). 

The Box-Wilson method is used in chemistry, predominantly for the optimization of  
catalysed reactions. I t  has also been used in microbiology to a considerable extent  
(Bogorov et al . ,  1965; Auden et al . ,  1967; Maksimova et al . ,  1968; Veksler et al . ,  1970; 



1976 MATHEMATICAL OPTIMIZATION METHODS 397 

Loginova et al., 1970a,b; Zeltin', 1970; Voino et al., 1970; Iegorov et al., 197I; Pisa- 
renko et al., 1971; Bali tskaya et al., 1973; Ustinnikov et al., 1973; Murgov and Zait- 
sara, 1973; Schr6der and Weide, 1974; Palagina et al., 1975). 

Box-Wi lson  method with half  factorial plan.  The satisfactory number  of linear in- 
dependent  equations necessary to calculate the coefficients of n-dimensionM regres- 
sion function is n ~- 1. Since the number  of experiments defined b y  the 2n-factorial 
plan is excessive for n > 1, it can be reduced (most often by  half, i.e. to 2n/2) while 
preserving the val idi ty of the condition 2n/2 => n ~- 1. This condition is satisfied 
for n >__ 3. The criterion for the selection of 2n/2 measured points is such that  for 
the selected point the number of levels of individual parameters  (xto ~- dl) is even. 
This simplification of the above full-factoriM-plan Box-Wilson method may bring 
about  an increased effect of a random error on the level of optimization direction. 
This shortened Box-Wilson method has also been used for microbiological appli- 
cations (Bogorov et al., 1965; Zeltin', 1970; Maksimov, 1971; Schr6der, 1972). 

NEWTON- RAPHSON METHOD 

The search by  this method is commenced by  assuming tha t  grad F(x) -= O. On 
expanding this function into the Taylor series (up to the second order) for several 
variables, a simple i teration formula ensues 

x . §  - x (~)  - -  - [ F x x ( 2 ) ]  - 1  . F x ( z ~ ) ,  

where one terms denotes the Hessian and the other the Jacobian  (Hoffmann and 
Hoffmann, 1970; Kubi6ek and Hlavs 1972). The method is applicable when 
second derivatives of objective function according to parameters  are known. How- 
ever, the determination of second derivatives may pose considerable difficulties and 
the number of experiments necessary to search the vicinity rises undesirably. 

The optimization of vitamin requirements and the composition of medium used 
for cultivating yeast  on methanol served to compare the  modified Rosenbrock 
method with the Box-Wilson method with both complete and half factorial plan, 
with respect to the speed of opt imum at ta inment  and laboriousness. 

M A T E R I A L S  A N D  M E T H O D S  

Cultivation methods. The culture used was Candida boidinii  11 Bh (Volfovs and 
Pils 1974) transferred in shaking flasks with methanol. The basic cultivation me- 
dium contained: 1.65 g NHdC1, 6.3 g KNOa, 7 g KH2POa, 0.5 g M g S 0 4 . 7  H20,  
0.1 g NaC1, 0.1 g yeast  extract in 1000 ml tap water. Methanol, as the carbon and 
energy source, was added after medium sterilization to a concentration of 1~ v/v. 
Cultivation temperature  was 30 ~ p H  was 4.9--5.0. Experiments  were carried out  
on a reciprocal shaker at  a frequency of 1.67 s-1. 

Analyt ical  methods. The concentration of yeast  cells was determined spectrophoto- 
metrically (spectrophotocolorimeter SPEKOL)  at 540 nm. Calibration curve was 
obtained gravimetricMly (Volfovs and PilOt, 1974). 

IIESULTS 

The character of work with microbiological material makes it difficult to carry 
out  a series of successive experiments, maintaining at the same time the same level 
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of accuracy and reproducibility. I t  was therefore necessary to find such methods 
which would make it possible to perform a series of experiments simultaneously, 
i.e. in parallel. This condition is satisfied by the Box-Wilson method which employs an 
alternate measurement of the vicinity of the starting point according to the 2n-fac- 
torial plan with the measurement of approach steps, and is thus well feasible for 
a parallel set of experiments. This gradient method has its merits and shortcomings; 
the main shortcoming is the possibility of a distortion of optimization direction 
near optimum, especially when the optimized objective function assumes there 
a flat course. Another drawback is the appreciable laboriousness when measuring 
the vicinity of the starting point in 2 n ~- 1 experiments for n variables. For this 
reason Rosenbrock's direct search method was also employed and compared 
with the Box-Wilson procedure. The method was modified so as to suit a parallel, 
simultaneous, measurement of (n ~- 1) experiments (Votruba et al., 1975). To evalu- 
ate the optimization procedure, the corresponding objective function (optimization 
criterion) had to be defined. Our studies were concerned with the growth of a culture 
hence, after preliminary experiments, the most suitable criterion appeared to be 
the cultivation time required to attain a certain culture growth, or the culture growth 
within a selected time interval, both at a constant initial yeast concentration. The 
criterion is very simple and encompasses both the magnitude of specific growth rate 
and the length of the lag-phase of growth. The concentration of yeast cells was de- 
termined by absorbence measurement. The initial absorbence value was 0.02 and 
the final 0.2, corresponding to 0.55 g/litre yeast dry weight; this final concentration 
(and absorbence level) represented an upper limit since at higher cell concentrations 
in the flasks the growth was retarded due to oxygen limitation. 

Both methods were compared using a two-parameter (vitamin requirement) and 
five-parameter (composition of cultivation medium) optimization. 

Two-parameter optimization (requirement .for vitamins) 

The yeast Candida boidinii 11 Bh is capable of growing on a mineral medium 
without the addition of growth factors but the growth rate is strongly stimulated 
by the addition of biotin or thiamine. The experiments were conducted with the 
medium described above, in which yeast extract was replaced by biotin and thia- 
mine. The culture, grown on a medium containing yeast extract (2% v/v methanol, 
48 h) brings with it a certain level of vitamins; prior to the experiment, the yeast 
was therefore centrifuged, washed, and kept for 24 h in a medium without yeast 
extract (1% v/v methanol) on a shaker. The resulting culture was used in the ex- 
periments, adjusted to starting absorbence 0.02, 1% v/v methanol. All calculated 
variants were cultivated in 2--4 parallel flasks to exclude the possibility of an effect 

TABLe. I .  2 " - F a c t o r i a l  p l a n  fo r  o p t i m i z a t i o n  b y  t h e  B o x - W i l s o n  m e t h o d  

M e a s u r e d  v a r i a n t  
x l ,  ~ g / l i t r o  

x i0  ~- d l  ---- 0 .04  
x i0  - -  d l  = 0.02 
x i0  + d i  = 0 .04  
x io  - -  d i  ~ 0.02 

x i o  = 0.03 

L e v e l s  o f  f a c t o r s  

x2, m g / l i t r o  

x 2 o % d ~ = 0 . 4  
x 2 o + d ~  = 0 .4  
x 2 o - - d ~  = 0 .2  
x ~ o - - d ~ =  0.2 

x2o = 0.3 
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TABLE II .  Init ial  conditions for optimization by  the  Rosenbrock method 

Measured var iant  

0 ~o 
1 ~o �9 kxvl 
2 ~o + k~v2 

xl, tzg/litro 

0.02 
0.04 
0.02 

Levels of factors 

x~, mg/li tre 

0.2 
0.2 
0.4 

of a random error. The starting point and individual differences were chosen so as 
to ensure identical conditions of the initial experiment for both  methods. 

Box-Wilson method: xlo-= 0.03 t~g/litre (biotin); x20 = 0.3 mg/litre (thiamine); 
dl ~ 0.01 ~g/litre; d2 = 0.1 mg/litre. Table I shows the 2n-factorial plan for initial 
experiment. 

Rosenbrock method: xl ---- 0.02 ~g/litre (biotin); x2 ---- 0.2 mg/litre (thiamine); kl ---- 
~-- 0.02 ~g/litre; k2 -~ 0.2 ~g/litre; Vl ----- (1.0); V2 = (0.1). Initial experimental con- 
ditions are given in Table II.  

Initial experiments, representing the measurement of the starting point vicinity, 
are followed in the Box-Wilson method by  the selection and measurement of ap- 
proach steps towards the optimum (Fig. 2). The results of determination of the 
starting point vicinity were evaluated using a Hewlet t -Packard 9810 A calculator. The 
difference in the concentration of the two vitamins between two successive steps 
was chosen so as to ensure a sufficient difference in the value of the optimization 
criterion. I t  was also necessary to find a suitable relationship between the length 
and the number of steps. In our experiments, the number was always 5. 

The Rosenbrock procedure is much simpler up to the stage of unit  vector rota- 
tion. I f  the value of the optimization criterion in the i-th direction improves, the 
length of initial approach step is multiplied by  3, in the opposite case it is multiplied 
b y  --1/2. The survey of optimization results with the two methods is given in 
Table III .  

Five-parameter optimization (cultivation medium composition) 

This represents a more complex system which permit ted a bet ter  comparison of 
the two methods both with respect to the speed of opt imum at ta inment  and the 
amount  of labour required. The optimization was done with 5 components of the 
medium: xl -- yeast  extract  (source of growth factors), x~ -- nitrogen source, x3 
K H 2 P 0 4  (phosphorus and potassium source), xa -- MgSOa. 7 H20 (magnesium 
source), and x5 -- Z n S O 4 . 7  H20 (source of zinc). The influence of zinc was proved 

T.t~sT.E III .  Optimization of biotin and thiamine requirement  

Method 

Box.Wilson 

Rosenbrock 

Biotin 
concentrat ion 

~tg/litre 

7.5 

7.3 

Thiamine 
concentrat ion 

mg/litro 

2.6 

2.8 

Number  of 
experiments 

Number  of 
var iants  

33 

21 
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T~kBr,~. IV. Starting point and differences (Box-Wilson) 

Vol. 21 

;rio 

d~ 

zl ,  mg/litro x~, g/litre 

0.10 

0.05 

s3, g/litre 

0.10 

0.05 

Z4, g/Btre 

0.05 

0.03 

�9 5, mg/litre 

1.0 

1.0 

in a preceding s tudy (Pils 1975). Zinc ions st imulated the growth rate somewhat 
and enhanced the content of proteins in yeast  biomass. The maximum concentration 
of yeast  extract  in the medium was set at 100 mg/litre (optimization b y  seeking an 
opt imum with constraints or restrictions). Culture grown in basic medium with 2~/o 
(v/v) methanol  for 48 h was transferred into 10-fold diluted medium with 1% (v/v) 
methanol without  yeast  extract  and cultivated for 8 h. The ensuing inoculum was 
used in further experiments. The cultivation was carried out in 500-ml cultivation 
flasks filled each with 50 ml medium of a calculated composition, prepared by  dis- 

TABLE V. Schematic 2n-factorial plan for 5 variables in transformed coordinates 

Levels of factors 
Variant 

1 t 2 I 3 I 4 I 5 

1 +1  +1  q--1 -+-1 +1  
2 --1 .+1 +1  +1  +1  
3 + I  --1 .+-1 -+-1 + 1  
4 --1 --1 q---1 -+-1 -+-1 
5 +1  + 1  --1 +1  +1  
6 - -I  + I  - -I  + I  + I  
7 + I  - - I  - - I  + I  + I  
8 --I  - -I  --1 + 1  + 1  
9 + 1  + I  + 1  --1 + I  

I0 - - I  + 1  +1  - - I  + 1  
II  +1  - - I  +1  - - I  + i  
12 - - I  - - i  -{-1 - - I  -{--1 
13 + I  + I  - - i  - - I  + I  
14 - -1  +1  - -1  - -1 -+-1 
15 -}-1 --1 --1 --1 + 1  
16 ~ 1  - - I  - - i  - -I  + 1  
17 + I  + 1  + I  + I  - - I  
18 --1 + I  q-I + 1  --1 
19 + 1  --1 + 1  -I-1 --1 
20 --1 - -1  +1  +1  --I 
21 +1  + 1  --1 +1  --1 
22 - - I  +1  - - I  q-1 - - i  
23 + 1  - - I  - - I  +1  - - I  
24 - - I  - - I  - - I  +1  - - I  
25 + I  + I  + 1  - - i  - - I  
26 --1 + 1  + 1  --1 - - I  
27 +1  --1 +1  --1 --1 
28 - - I  - - I  + 1  - - I  - - I  
29 +1  + I  - - I  - - I  - - I  
30 --1 + 1  --1 --1 --1 
31 +1 - - I  - - I  - - I  - - I  
32 --1 --1 --1 --1 --1 
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TABLE VI.  S t a r t i ng  po in t  a n d  s teps (Rosenbrock)  

I xl ,  mg/ l i t re  xs, g/ l i t re  ] xs, g/ l i t re  x4, g/ l i t re  xs, mg/ l i t re  

zl0 1 0.05 0.05 0.02 0 

k~ 4 0.10 0.10 0.05 2 

solving separate components in distilled water. Additional components included 
NaC1 (0.1 g/litre), 1% (v/v) methanol, and solution of trace elements. The measure- 
ment  was done in two parallel flasks. The optimization criterion was an absorbence 
of the culture at tained after a selected cultivation interval. Initial absorbence was 
0.02 and individual cultivation intervals were chosen so tha t  the growth of the 
culture corresponded to an absorbance of 0.2. The selection of the starting point 
was based on the elementary composition of cells. The starting point and the in- 
dividual differences were chosen so tha t  the conditions of the initial experiments 
were the same for both methods. The initial conditions for the Box-Wilson method 
are presented in Table IV; Table V gives the plan of individual measurement vari- 
ants. In  the Table, ~-1 stands for (X~o ~-di), level --1 denotes ( x l o -  dt). Box- 
Wilson method with half  factorial plan was done with variants having an even number 
of positive ~ ,  i.e. variants 2, 3, 5, 8, 9, 1 2 , . . .  (a total  of 16 variants). The initial 
conditions used for the Rosenbrock method are shown in Table VI. The selected 
unit  vectors were v l -~  (1 ,0 ,0 ,0 ,0 ) ,  v2 ~ (0,1, 0, 0, 0), v3---- ( 0 ,0 ,1 ,0 ,0 ) ,  v 4 =  

(0, 0, 0, 1, 0), v5 = (0, 0, 0, 0, 1) and all corresponding variants were measured 
(Table VII). Variants given in Tables V and VII represent the plan of the first 
optimization experiment. The subsequent procedure used with the two methods 
has been described above. A Hewlctt-Packard 9810 A calculator was used for a sim- 
ultaneous evaluation of the direction of optimization approach steps for both modi- 
fications of the Box-Wilson method. The differences in the determination of this direc- 
t ion between the two modifications were practically nonexistent, although the 
shortened Box-Wilson method employs the appraisal of only half  the measured points 
as compared to the original version. I t  was not necessary to perform the vector 
orthogonalization in Rosenbrock's method. 

The results of the optimization with the two basic methods are summarized in 
Table VIII.  The scanning of individual values of the optimization criterion (ab- 
sorbence after 24 h of growth) shows them to be practically identical (the error 
of the measurement was 0.002--0.004) and it can be concluded tha t  no increase in 

TABLE VII .  Measured  v a r i a n t s  in  ini t ial  expe r imen t  op t imized  b y  Rosenbrock ' s  m e t h o d  

Var i an t  Coordinates  

xo ( s t a r t ing  point )  ~ (xlo,  x20, x30, x40, xso) 
Xo + k l v l  = (xlo + k l ,  x~o, x30, x40, x50) 
Xo + k2v~ = (xlo, zeo + k2, x3o, x4o, xso) 
xo -~ ]r = (:Vl0, X20, ~V30 -~- ]~3, X40, X50) 
Xo -~" k4v4 = (xlo, x20, x30, x40 -{- k4, xso) 
xo + ksv5 = (xlo, x20, x30, x40, Xao -t- ks) 
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T.~BLE VIII .  Five-parameter optimization of cultivation medium composition and its comparison with 
the composition of original medium 

Method 
Yeast 

e x t r a c t  
mg]litre 

N 
g/litre 

KH2PO4 
g/litre 

MgSO4. 
�9 7 H 2 0  
g/litre 

ZnSO4 . 
�9 7 H 2 0  
mg/litre 

Optimization 
criterion 

Box.Wilson 100 0.73 0�9 0.20 14�9 0.198 
Rosenbrock 100 0�9 1.35 0�9 8.0 0.199 
Original 100 1.32 , 7.00 0.50 10.0 0.200 

TABLE IX. Laboriousness of individual optimization methods 

Method Number of experiments Number of ~ariants 

Box-Wilson 6 101 
1/2 Box-Wilson 6 61 
Rosenbrozk 5 30 

the growth rate has been achieved; however, an equally important  positive result 
of the series of optimization steps is the definition of a medium which ensures equal 
growth of the culture as the original medium but  which contains much lower quan- 
tities of individual components, in particular the phosphorus source�9 This represents 
a considerable achievement from the viewpoint of economy of the process�9 The 
methods were also compared with respect to their laboriousness (Table IX).  As 
seen from the Table, the number  of variants to be measured is considerable and it 
increases, with both the Box-Wilson and Rosenbrock methods, with rising number  of 
optimized parameters (cf. Table III) .  The number of variants can be reduced by  
using the Box-Wilson method with half factorial plan; the accuracy of opt imum 
determination is not significantly lowered�9 

DISCUSSION 

Out of the above array of mathematical  methods of experiment design, the Box- 
Wilson method (in two modifications) and Rosenbrock's  method were chosen for 
optimization of cultivation conditions. Both procedures require the solution of 
several methodical problems prior to the experiment�9 The first of these is the selec- 
tion of optimization criterion. This problem is particularly significant in the work 
with biological material. Decisive role is played by  the aim of the experiment;  it 
can be the achievement of a maximum growth of the culture tested, accumulation 
of a certain metabolite (antibiotic, amino acid, etc.), or other requirements�9 The 
corresponding criterion may be simple (in our case the growth of culture within 
a certain t ime interval or an interval needed to at ta in a preset growth at constant 
inoculum size). A more complex criterion may include e.g. economical fermentat ion 
aspects such as the price of raw material, product  price, etc. (Votruba et al., 1975). 
The accuracy of at tainment of opt imum conditions is affected by  the relative or 
absolute experimental error�9 Although in our case this error was small (about 2%), 
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the optimization had to be eventually discontinued because the error exceeded the 
differences between the values of optimization criterion in individual measured 
Variants. This fact has also a bearing on the shape of the objective function. Another 
problem is the selection of the starting point for optimization and of  the magnitudes 
of appropriate steps (or differences) during the search for optimum. The selected 
initial conditions are to be chosen so as to ensure a sufficiently sizable optimization 
effect and thus a sufficiently accurate determination of optimization direction. This 
holds especially for the Box-Wilson gradient method. With this method, the de- 
termination of the vicinity of the starting point is followed by  the measurement of 
approach steps in the direction of the gradient of the determined regression function. 
I t  is imperative that  a suitable relation be found between the size and number of 
these steps. In  our case the number of approach steps was always 5; experience 
showed that  this number  is suitable especially in the initial phases of the procedure 
while near the opt imum a higher number  of relatively fine steps is better  suited for 
increasing the accuracy of the method and reducing the number  of experiments. 
This fact is of particular importance with higher numbers of optimization par- 
ameters. The Rosenbrock method, as a direct search procedure, leads to a rapid 
advance to the opt imum but  a significant factor is even here the measure of missing 
the opt imum between the last successful and the first unsuccessful step. On regis- 
tering a failure in all directions, initial unit vectors are swivelled (rotated) and the 
optimization proceeds anew in the resulting new directions. A selection of excessively 
large initial step may  cause a complication in the procedure following the axis ro- 
tation, which may necessitate a repeated rotation of the vectors to achieve the 
optimum. 

A separate problem is the selection of the optimized cultivation parameters;  
certain knowledge of the optimized process is required to avoid excessive complexity 
of the model to be set up. 

The comparison of the two methods showed clearly the advantages of the Rosen- 
brock method, above all concerning laboriousness. I ts  superiority over the 
alternative procedure would be even more pronounced on using a larger number of 
parameters  measured. Another advantage of l%osenbrock's method is the very 
simple mathematical  apparatus used up to the stage of vector  rotation. On the other 
hand, the results indicate that  these advantages of the method would be greatly 
reduced if the optimized process had an objective function of a non-Monod char- 
acter with an unambiguous extreme. This would certainly require the rotation of 
the initial vectors and the whole series of experiments would be appreciably extended 
as compared to the Box-Wilson method. With a more numerous set of optimized 
parameters the method of choice would nevertheless be the Rosenbrock procedure 
since in it each experiment includes the measurement of n ~ 1 variants while with 
Box-Wilson method this number increases in an exponential manner, being equal 
to 2 n -~ 1 for the measured vicinity of the initial point (2n/2 ~ 1 for the half- 
factorial modification), n being the number  of optimized parameters.  Due to this 
fact  the Box-Wilson method would be unfeasible with a simultaneous optimization 
of 8 or more cultivation parameters whereas Rosenbrock method permits the sim- 
ultaneous optimization of 10--15 parameters.  
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