
VOI. 40 NO. 2 SCIENCE IN CHINA (Series A) Febmarv 1997 

Moment inequalities and weak convergence for 
negatively associated sequences * 

SU Chun (3 ?$I, ZHAO Lincheng (a$##&) 
(Department of Statistics and Finance, University of Science and Technology of China, Hefei 230026, China) 

and WANG Yuebao (Xi%%!.) 
(Department of Mathematics, Zhanjiang Normal Institute, Zhanjiang 524048, China) 

Received July 25, 1996 

Abstract A probability inequality for S, and some pth moment (p>,2) inequalities for 1 S. I and max I Sk I 
l<k<" 

are established. Here S, is the partial sum of a negatively associated sequence. Based on these inequalities, a weak in- 
variance principle for strictly stationary negatively associated sequences is proved under some general conditions. 
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Following introducing concepts of association and some other types of dependences of random 

variables in the 1960s (see refs. [ I ,  2] ) ,  more concepts of dependence, including negative associa- 

tion (NA) of random variables, were introduced in the 1980s (see refs. [3 ,4 ] ) .  Since these con- 

cepts have a lot of applications, e. g . in reliability theory, percolation theory and multivariate star 

tistical analysis, their limit properties have aroused wide interest. 

A finite family of random variables XI ,  , X, ( n > 2 ) is said to be negatively associated 

(NAIK3], if for any two disjoint nonempty subsets A1 and A2 of {1 ,2 ,  e . 0 ,  n 1 ,  the following in- 

equality holds : 

where f l  and f2 are any two coordinatewise nondecreasing or nonincreasing functions, whenever 

the covariance is finite. A finite family X I ,  ... , X, ( n 2 2 )  is said to be associated (or positively 

associated, PA for short) if for any two coordinatewise nondecreasing or nonincreasing functions 

of f~ and f2, 

whenever the covariance is finite. A sequence of random variables is NA or PA, if every finite 

subsequence is NA or PA respectively. 

In 1984, Newman reported in his survey paper'51 some research results on asymptotic inde- 
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pendence and limit theorems for various types of positively and negatively dependent random vari- 

ables, including some CLTs for strictly stationary PA or NA sequences, weak invariance princi- 

ples for strictly stationary PA sequences and Berry-Esseen theorem for several other dependent 

types of sequences. Since 1984, many new results on limit properties of PA and other positively 

dependent sequences have been obtained. However, researches on NA and other negatively depen- 

dent sequences are left behind. Until 1992 in Matula's work[61 a Kolmogorov type of upper bound 

inequality and a three-series theorem for NA sequences were established. Matula's results and a 

generalized Borel-Cantelli lemma proved by Petrov in ref. [ 7 ]  opened a path to researches on al- 

most sure and complete convergence for NA sequences. Using these results, it is discovered that 

identically distributed NA random variables have the same Kolmogorov and Marcinkiewicz SLLN 
as that of iid random variables (see ref. [6] and footnote 1) ) .  It  is also found that NA sequences 

also have complete convergence properties similar to that of iid random variables (see ref. [ 8 ] ) .  
All these results are very useful in the applications of NA sequences and they also show that these 

limit properties of NA sequences are furthermore quite different from that of PA and other depen- 

dent sequences. 

At the same time, it is obvious that there are difficulties in researching limit properties for 

NA sequences. For example, it is difficult to establish a Levy-type inequality for NA sequences. 

It is well known that if 1 X,, j E N  ?; is a sequence of PA random variables, and EXj = 0,  EX;< 
03 ,  for every j E N  , thenL9] 

k 

where A > a, Sk = X,, and s i  = varS, . This inequality plays an important role in studying 
j = l  

weak invariance principle and some other limit theorems for PA sequences. Since it is difficult to 

establish a similar inequality for NA sequences, we have to find another way to prove some corre- 

sponding results for NA sequences, which motivates the study of this paper. 

1 Some inequalities for NA sequences 

Firstly, we introduce two preliminary lemmas. 

Lemma lL4].  Let X1, ..-, X, be NA variables, A l ,  -.., A, be some pairwise disjoint 

nonempty subsets o f  1 1 ,  -.. , n / , ai = # (A ,  ), where # ( A  ) denotes the number of  elements i n  

set A .  I f f ,  : Rar +R , i = 1 ,  -.. , m , are m coordinatewise nondecreasing functions ( o r  m non- 

increasing), then f l (X, ,  j E A l ) ,  e . .  , f ,  (X,, j E A,) are also NA variables. Besides, i f f , >  

0 f o r i = l , . . . ,  m ,  then 

~ ( ~ ~ f ~ ( x , , j  , = I  A,) )  < Z E f t ( x j ,  j E A,) .  

Lemma 2"' (Matula' s lemma) . Let X, , j EN ?; be a sequence of  NA random variables, 
k 

EX: < w , EX, = 0 for every j E N . Denote Sk = X, , then 
, = I  

1 )  Su Chun, Wang Yuebao, On the strong convergence of NA sequence with a common marginal distribution, ( to appear). 
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Proof. See the proof of lemma 4 in reference [ 6 ]  

In this section, we will prove the following two theorems. 

Theorem 1 .  Let XI,  -.- , X ,  be NA random variables, EX,  = 0 and E / X, / < m, where 
n 

P 
j=l;.., n a n d  ~ 2 2 .  Then fo rS ,  = C ~ , a n d  any t > -, x > 0, we have 

1 - 1  2 

where cp > O  depends only on p . 

Theorem 2. Let / X j ,  j E N 1 be an  NA sequence, EX,  = 0 for every j E N and 

p p = : s u p E I X j I * < ~  forsomep>2. I f  wedefine 
j 

then there exists a constant K p  which depends only on p such that 

for all a EM and n E N  . 

Proof of Theorem 1.  Following ref. [ lo],  let y > 0 and 

we know from Lemma 1 that 

Denoting F, ( x ) = P( XI < x ) , we have 
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< 1 + JY (ehz - 1 - h x ) d ~ , ( x )  + (ehy - 1 - ~Y)P(x ,  > y )  
- m 

since E Y,<O and h > O  . We observe that the function 

g ( x )  = : x-2(ehz - 1 - hx)  

is nondecreasing for any constant h > O .  It follows from the above inequality that 

n 

Here the last inequality follows from 1 + x < ex, V x E R . Denoting B, = C EX:, we con- 
j = l  

clude from the above inequality and ( 1.8) that for any x >0  and h >0, we have 

Letting h = In + 1 y > 0, we get 
Isn 11 

Putting this one into ( l . 9 ) ,  we get furthermore 

If now we let 

X, = min(- X,, y ) ,  Ti  = CZ,, 
j = l  

then Z, is a nonincreasing function for X I .  Z1, , Z,  are also NA variables by Lemma 1 .  Similar- 
ly, (1. 10) is also true when T, is replaced by Ti . Therefore, for any x > 0 and y > 0, we 

have 
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x P Putting - = t > - into the above inequality, we get 
Y 2 

P(I S. > I ) <  CP I Xj I > T  +2exp t - tln ( , = I r ( & + 1 ) 1 ,  

which is just ( 1 . 3 ) .  

Multiplying (1 .3)  by pxP - l ,  and integrating over 0 < x < a, according to 

we obtain 

+ m 

where B(Q,  p )  = x a - l ( l  - 11'-ldx = J xa-'(1 + x ) - ( ~ + ' ) ~ x  . Letting t = p and cp 
0 

= max PP, - - ( (;, ; ) ) w e  can deduce ( 1 .  4 )  from (1. 11) .  It is not difficult to get 

(1.5)  from ( 1 . 4 ) .  

Proof of Theorem 2. Obviously, ( 1. 7 ) follows from ( 1 .  6 ) , hence it suffices to prove 
(1 .6 ) .  Following the proof of Theorem 3.7 .5  of ref. [ l l ]  , we prove (1 .6)  by induction on P . 

From Matula's Lemma (i .  e. Lemma 2) we observe that (1 .6)  is also true for p = 2. Sup- 
pose that (1 .6 )  is true for integer p = u>2, we will prove that (1 .6)  is also true for p = Y + 8 
with 0 < 8<1. 

For natural numbers a and k ,  define 

f a ,  k = max(0, Sa , l ,  Sa,2, "', Sa,k) ,  f l , k  = f k r  

f a , k  = max(0, - S a , l ,  -Sa,2;.-, - s a , b ) ,  
- 

jl,k = Tk, 

Then it is obvious that 

max ISa ,~I<max(O,Sa . l , . . . ,S ,  ,.I +max(O, - Sa , l , . . . ,  - S,,.) = fa,.+fa,., 
l < k S n  

(1.12) 

and the above functions have the following properties: 
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- 
(i) f a ,  is a nondecreasing function of X,, ..a, X, + k - 1 ; f a ,  k is a nondecreasing function of 

- x a ,  * * . ,  - Xa+k-1;  

(ii) fa ,  is a nondecreasing function of k ,  furthermore it has the following subadditivity 

property: 

( iii) 

0 < f a , k  < I  g a , k  2:~ 1  S a , j  I ; 

and fa ,  and g,, k have properties similar to ( 1.13)  and (1 .14)  respectively. 

Write P2 = a2 and 

Then property (iii), Lemma 2 and the induction hypotheses imply that 

Ef$,k < ka2, Efl,k < K,L,,k, V a ,  k € N .  (1.16)  

We will firstly prove that there exists a constant M >0 ,  depending only on v and a ,  such 

that 

for any a ,  n E N  . 

For n = 2 m  or 2 m  - 1,  let v = n - m , i .  e. v = m or m - 1 .  Without loss of generality, we 

may take a = 1. From (1 .13)  we get 

where 

In the following, M1, M2 ,  are some constants depending only on v and 6. We will prove 
that 

From properties of NA variables, properties (ii) and (iii) of fa .  and v< m ,  we observe that 
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and from (1.16),  we know that 

~f k . Ef ;+I,, <(~f:) ' /~ Ef X+1, ,  < K , ~ ~ / ~ U ~ L , ,  , 

= Kv(m1+6/2pvus + m ( v + ~ ) / ~ ~ Y + u  1, (1.21) 

where the last equality is obtained from (1. 15) .  Since v >4, it follows from ( 1 .16)  and the 

Holder inequality that for 2< j< v - 2, 

and 

where the first inequality in (1.24) is obtained by (1.22),  (1.23) and K,>l,  and the last in- 

equality by the Cr-inequality . By Jensen' s inequality 

Substituting it into (1.24) we get for every j = 2, ..., v - 2, 

Inequality (1.25) for j = 1 or v - 1 can be derived in a manner similar ,to that of E f ;-I+" 

and E f ',-:1,, via E f m  < (E  f; and E f l + "  ,+I ,  , < ( ~ f ; + l ,  m)(1+6)/2.  Substituting (1.21) and 

(1.25) into (1.20) we get 



No. 2 MOMENT INEQUALITIES & WEAK CONVERGENCE 179 

A similar inequality for J, can also be obtained, and ( 1 .  19 ) has been proved with 
M -2"2 

1 -  K " .  

To prove ( 1.17) ,  fix 6' E (0,  a ) ,  and choose a natural number mo such that 

(2m/ (2m - < z("-"')/~ for all m >, mo. (1.27) 

From (1 .4)  there exists a constant C, + >0,  depending only on v and 6, such that for all inte- 
gers a and k ,  

Hence for any a ,  and n<2mo, we have 

max I Sa,R I )"+'< E(I  SaT1 I + I Sa,2 I + ... 1 v +  6 + I Sa,, ) < Cv+8nLv+8,n. E ( l<Kn  

From this and (1 .14) ,  

M2 =: max su [ ~ f  i f i / ( ~ , + ~ , ,  + n'+B/2/3vas)l < 2moCv+s < 03 .  
l < n < Z n o  a E R  

Choose M > M2 such that 

( 21 + 6'/2 2 + M i / M ,  9 

where M 1 i s t h e s a m e a s i n ( 1 . 1 9 ) .  Obviously, M = M ( v , 6 ) ,  and (1 .17)  holdsforall a E N  
and n<2mo. 

Fix k > 2 m o ,  and assume (1.17) is true for all aENandevery  n<k - 1 .  Then we proceed 
to prove that (1.17) is also true for n = k . 

Put k = 2m or m - 1. From (1 .18) ,  (1 .19 ) ,  the induction hypotheses and ,u< m ,  we 
know that 

Ef i+"~f ",+" Ef + ( 1+6/2pyaS + m ( u + 6 ) / 2 a ~ + 6  1 

< M (  mpv+s + + 2m1+6/2pvaS + 2m(Y+6)/2aY+6 ) 

From (1.27),  (1.28) and k = 2 m  or 2m - 1, we have 
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Bythisand (1.29) weget (1.17) for n = k ,  and(1 .17)  i s t rue fo ra l l aENanda l1  n E N .  

For v = 2, we get from (1.17) that 

E f::: fiP' M(n(nP2+6 + ~ n ~ + ~ / ~ u ~ + ~  ) < M'L2+6, n (1.30) 

where M' = 2 M . 

For v > 2, by Hdder ' s inequality and Jensen' s inequality, 

n1+6/2p,uS < n 1 + 6 / 2 p ( y v + + 6 2 ) / ( v + 6 - 2 ) u 2 6 / ( v + 6 - 2 ) + 6  

By this and (1.17) we obtain 

E f  C: < 2MLU+s,. = MrL,+s,. . (1.31) 

Since - XI ,  .-., - X, are also NA variables, (1.30) and (1.31) are also true for fa, .. 

At last, it follows from (1.12) that 

max I Sa,b I ) "+ '< 2 Y + S - 1 ( ~ f  :f: E(lsks" + E E f  ,G ) < 2 " + 6 ~ ' ~ , +  8,. . 

Putting K,+ 8 = 2 " ' ~ '  = Z V + "  M (  v, 61, we know that inequality ( 1 . 6 )  is also true for all a 

€Nand  n E N w h e n  p = v +  6.  

2 Weak invariance principle for strictly stationary NA sequences 

At first we give an example to show that there exist non-degenerate non-independent strictly 
stationary NA sequences. 

Example. Let 1 rj , j E N I be a sequence of positive numbers and 

rn 

It is well known that if C r, is small enough then D, is positive definite for all n € N . Suppose 
, = 1 

that 1 X, , j E N 1 is a sequence of random variables, where n E PJ , ( XI,  ..-, Xn ) is an n- dimen- 
sional normal random vector with mean vector (0 ,  -.., 0 )  and covariance matrix D, for any n 
E N  , then from 3.4  of ref. [4], one knows that X I ,  .-. , Xn are negatively associated for each 
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n 2 2 .  Hence, i XI, j E N  "9s just a sequence of non-degenerate non-independent strictly station- 

ary NA random variables. Furthermore, suppose that F ( x ) is any non-degenerate distribution 

function, and let 

and 

where @ is the distribution function of the standard normal random variable. Since Y, is a non- 

decreasing function of Xj for every j E Fd , from Lemma 1, 1 Y, , j E M } is a sequence of non- 

independent non-normal strictly stationary random variables. 

The main result of this section is as follows: 

Theorem 3 ( W e a k  invariance principle) . Let 1 XI, j E N 1 be a sequence of strictly station- 

ary  N A  random variables such that 

Put S ,  = E X l  and 

1 
W , ( t )  = - [ S ,  + ( n t  - m)X,+1 - n t b ] ,  

A &  

where m < nt < m + 1 ,  0 < t < T . Then the sequence 1 W ,  , n E N "?; f stochastic process con- 

verges weakly i n  C[O, TI to a standard Wiener process. 

Proof. Following the proof in ref. [ 9 ]  for PA case, we can conclude that any finite-dimen- 

sional distribution of W ,  weakly converges to the corresponding distribution of a standard Wiener 

process. The details are omitted. 

Now we only need to prove the tightness of 1 W ,  1 . Note that the proof for the NA case is 

quite different from that for the PA case. Without loss of generality, we can take b = 0. From the 

remark to Theorem 8 . 4  in ref. 11121, we know that for the proof of tightness of strictly stationary 

sequences with zero mean, it suffices to prove that for any E >0 ,  there exist A > 1 and n l  E N  
such that when n > n l ,  we have 

Put 
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Since Z, is a non-decreasing function of X,, it is obvious that Z1, ..-, Z, are also NA variables. 

From EX: < m, 

& E Z ~ ( ~ ) + O ,  n + m .  

A So there exists n lEWsuch that for n > n l ,  we have I & E Z ~ ( ~ )  I < T and 

max I sk I> M . ~ ; ; ) < P ( , ~ ~ ( I  X, I > &I)+ P ( ~ ~ ~ ~  I T& I >  A A ~ )  
P(l<k<l . .n 

< nP(I X1 I > & )  + P max I Tk -ETA 
l<k<n 

By inequality ( 1 . 6 )  with p = 3, we can get 

I2 < 8 ~ ~ ~ - ~ ~ - ~ ( 2 a ~  + a 3 ) .  

Hence for any given E >0, 

whenever A >max( l ,  16K3(2 r2+  r 3 ) ~ - 3 ~ - 1 ) ,  n > n l .  

Furthermore, since EX: < m, we have 

for any given E > O  and the above A > 1,  when n is large enough. 

This completes the proof. 
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