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A b s t r a c t : I n  this paper ,based  on the theory of  parameter es t imat ion ,we  give a selection method and , in a 

sense of a good character  of the parameter es t imat ion ,we think that it is very reasonable. Moreover ,we  offer  
a calculation method of  selection statistic and an applied example. 
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1 I n t r o d u c t i o n  

According to the professional knowledge and experience of the pratical problems,we preliminarily esti- 
mate that altogether there are p (containing constants) possible variables concerned with functions ;and all 
the variables with functions are suited to the linear regression model. Given the practical observation data , 
we have the model: 

Y = Xfl+ e , E e =  0,cov(e)  = a2I (1.1) 

Where,Y is the observation vector of nX 1 ,X is the designed matrix of nXp, f l  is the parameter vector 

of p X 1, e is the random vector of n X 1. 

Let's write X into the divided form..X= (Xq,X,) and correspondingly, fl'= (flq' ,fl,'),so, (1.1) can be 

rewritten as �9 
Y = Xqflq + X, fl,+ e' (1.2) 

Suppose R(Xq) =q,R (Xt) =t ,q+t=p.  
So we face a problem about the selection of independent variables of (1.2) : 
1) Suppose the real model is Y=Xf l+e  ,if we think the model is Y=Xqflq+e, we will lose some in- 

dependent variables by mistake. 
2) Suppose the real model is Y=Xqflq+ e, if we think the model is Y = X f l +  e, we will introduce 

some unnecessary variables into the model. 
So far,there are many solutions to solve the problem ,such as the Cp criterion,stepwise regression cri- 

terion C1] ,AIC criterion Ez],BIC criterion[S]etc. These criterions are all sorts of model criterions based on the 
estimation's residual sum of squares,and each of them has its own rationality and convenient calculation 
ways. While in this paper,based on the theory of parameter estimation,we'll establish a linear regression 
model and in a sense of a good character of the parameter estimation,we think that the selection method of 
the independent variables is reasonable. So the established regression model and the parameter estimation 
are supportive for each other,which makes the model become more representative. 
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For convenience,we call (1 .1)  as the complete model and name 
Y = Xqflq + e 

the selective model. 

A 
Under the complete model, the least square estimation of fl is recorded as f l=  ( X ' X ) - I X ' Y =  

and under the selective model,the least square estimation of flq is recorded as 

A 
~= (x'~x$-, x'~r 

From the theorem 2. 1 of ReL [1],we know if the complete model (1.1)  is r ight , then 

E flq= flq+ A ~, 

(1.3)  

A 

(1.4) 

Where A = (X'~Xq) - 1X'qX, (1.5) ( Ao) (X, Xq)-~= (X'qXq)-~-F ADA' 
- -DA D 

D -~ =X;(I--Xq(X'~Xq)- 'X'~)X,  
A 

then flq = ((X'qXq) - ' + ADA r ) X'qY-- ADX',Y (1.6) 

t~q = ( - -Dd '  X'q +DX',)Y 

A 

Using the big or small which is the mean square error of flq with it's two estimators flq and flq we can 

establish a rule to select the independent variables. In part 2 we will introduce the rule. 

2 The Selection Criterion of the Independent Variable 

To construct and select statistics according to the idea above ,we firstly study the mean square error of 
flq with its two estimators. 

Theorem E(  II ~ - ~  II z)=aZtr((X'qXq)-l)+fl;A'A fl, (2. 1) 
^ 

2 E( It b'~-H~ II )=o~tr ( (XqXq)- ' )+aZtr (ADA r) (2.2) 

Proof The demonstration of (2.1) .  From ( 1 . 4 ) , ( 1 . 2 )  and theorem 2. 1 in Re{. ~1], 

E( Jl ~.- ~. Jl 2) = E( II ( z . ' x , ) - % ' y  - ~ II 2) 

= E( II ( x , ' x q ) - ' X q '  (xq flq + X, fir + e) - flq II 2) 

= E( II (x~rxo-'x~rx, #, + (xq'Xq)-'Xq re II z) 

= f l , ' x ' , x q ( x q ' x q ) - l ( x q ' x q ) - l x q ' x ,  fl, + E(e  'Xq(Xq'Xq) - l  (Xq'Xq)- lXq ' e ) 

= f l /A 'A  fl,+ aZtr((XqrXq)-l).  

The demonstration of (2.2) .  From co v t~=E(~- - f l ) (~ - - f l ) '=az (X 'X )  -~ and (1 .6 ) ,we  have 

cov(~) 

SO~ 

= az((Xq'Xq) - I  + ADA')  , 

^ h A h h 

E( II flq-/~. II ~) -- E ( ( & -  ~ $ ' ( ~ . -  ~ ) )  -- E(tr((flq-- flq)'(flq-- flq))) 
A A A A 

= E(tr((f lq--  flq)(flq-- flq)r)) = tr(E((flq-- flq)(flq-- flq)~)) 
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A 
: a2tr(cov/3q) = aZtr((Xq'Xq) -x) q-aZtr(ADA'). 

From (2. 1), (2.2) ,we know ,if aZtr(ADA ' )>//3,'A'A ~3,,then 

E(  II #~ - ,8~ II 2) ~< E(  II ~ - / 3 ~  II 2) 

To the proper parameter/3q, using the least square estimation/3q of the selective model is smaller than 

the least square estimation/~q of the complete model and the mean square error of the proper parameter/3q. 

Now there is : 
A = aZtr(ADA ') --/3, 'A'A/3, = aZtr(ADA ') -- II A/3, II 2 (z. 3) 

If the independent variables' entering into the selective model makes/~ become bigger,we think that 
the factor affects the model notably,otherwise the factor can be rejected from the selective model. Thus ,we 
can use 'A is the bigger the better' as a criterion to select the regression model. 

3 ~ ' s  E s t i m a t i o n  P r o b l e m  

From(2,3) ,we know that there are parameters a z and II A fl, [I z in A ,now let's discuss their estima- 

tion problem. 
1) From theorem 2. 5 in Ref. [1] ,we can get a z's unbiased estimation,which is: 

,~ = II Y - x )II ~ / ( .  - p) (3. 1) 

2) The estimation of II Aft, 112. 

From coy ~ = az(X'X) -1 , and according to (1.6) we know coy ~,=aZD and thus 
A 

E(IIA~,II2)=E(IIA~,--A#,+A#, IIZ=E(IIA(#,--#, l i b +  IIA#, II z 

but, E( II A ( j ~ , -  #, II 2)___ E ( t r ( A ' A ( ~ , -  ~ , ) ( ~ , -  8,)')) 

= t r ( A ' A E ( ~ , -  # , ) ( ~ , -  8,)') = tr(A 'Aazo) = aZtr(ADA') 

So, E( II A J~, II 2) ---- IIA#, II z +aZtr(ADA ') (3.2) 

From (3. 2) we can see that using II A ~, II 2 to estimate II A/3, II z is somewhat bigger. To compress 

the statistics II A #, II 2,we can use the theorem of compression estimation in Ref. [-4-1. 

let g(c)=E(c II A ~, II 2_  II A/3, II b 2 = E ( c  2 II A ~, II ' - 2 c  II A ~, IlZll A/3, II ' +  II A/3, II ' )  

=c2E II A ~, II '-ZcE II A ~, I1'11A/3, II 2 + 8  II A/3, I1' 

then g' (c)=2cE II A/3~ II ' - 2 E  II A/~, II 2 .  II A/3, II 2. According to (3 .2) ,  

g' ( 1 ) =  28 ]l A/~, [I '--  2E II A/~, II ~.  II Z/3, II 2 

> E  II A/~, II ' -  z II A #, II ~E II m ~, II 2 + II A/3, I1' 

=E(I [A/~ , I [ ' - -21IA/~ , I l z .  [[A/3,[Iz_k[IA~,H,) 

= E (  II A/~, II z _  II A/3, II z )z>0  

It shows that when c < l  and fully approaching 1,we will obtain: 
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E(c II A/9, II 2 -- II A fl, II ,)2 < E(  II A ~, II 2 - II A fl, I1 ' )~ ,  

and that is to say compressing II A/~, II 2 properly is helpful to low mean square error. 

while, 

Since g' ( c )=0  and paying 

l I A r ,  

E 

EIIA~ ,  II 4= Eli 

According to Ref. [5], 

attention to the formular ( 3 . 2 ) , w e  have: 

II 2E II A/~, II 2 IIA P, II 4 + ~2 II A #t II 2tr(ADA') 

then 

II A/~ II 4 E( I I  A ~, , 4 )  

A A 
A fl,-- A fl ,+ A fl, II ' = E II A(3, - -  fl,) + A ~, II 4 

-- E II A(/~,-- fl,)11 4 + 4 II A/~, II �9 E II A ( j ~ , -  Bit) II ~ 

A A A 

+ 6 II A Bit , 2 .  E II A(fl,-- fl,) II 2 + 4 II Ap, II ~ �9 E II A(fl, - -  fl,) II 

A 

E II A ( ~ ,  - -  fl,) II ~ = 0 and E II A(p,  -- p,) II = 0 

E ] [ A # ,  ]14 
A A 

= E  II A(P,  -- Pt) , 4  + 6 II A Bit II 2E( II A(fl, --  fl, II 2) + II A fl, II 4 

A 

=E If A(fl, -- fl,) I1' + 6 a2 II A fl, II 2tr(ADA') + II A p, II 4 

(3.3) 

A A 

N o w , w e  investigate E(A(fl,--fl t)  11 ' ) , for  E ( ~ , - - s  

A 1 A 
c o y ( D -  ~ ( P , -  P,) = O 2 coy ( # , - p , ) ( O - ~  )' = o~D- ~ O D - ~ = ; I . ,  

Therefore �9 
A 1 _ i  A _ Z  A A 

E i[ A(f l ,  -- p,) '  = B I[ ADzD 2(8, -- fl,) ][4 = E ( (D  2(fl, -- f l t ) ) 'D �89189189 - f l ,)))2 
^ A 

let M = D � 8 9 1 8 9  ,then El [  A( f l , - - f l , )  4 [I = s  z)Z,pay attention to z ' - - N ( 0 ,  

azI), 

z' M z =  ~--~jmozizj,(z 'M  z ) 2 =  ~ ~ m o m u z , z i z , z ,  
~ i , j = l  ~ ~ i , ) - - l l i , l - - I  

[3# ,  when all following labels is equal; 
= .Ja 4, when we divide following labels into two files,it is equal in each 

E(z~ zj zk zD / file,but unequal between the two; 
t0 ,  the others. 

therefore 

thus 

E(z ' Mz) z =3a '  ~,,m~ i + a"~-~, (m,,mjj + mZj + m,jmj,) 

= a ' [ 2  ~ mZu + ( ~ , , m , )  z] = 2a'tr(M 2) + a ' ( t r (M))z  
i , j = l  i ~ l  

=2a4tr(ADA') z + a*(tr(ADA') ) 2 

II A fl, II ' + a  2 II A fl, II Ztr(ADA') 

c= II A fl, II *+6 az II A fl, [] Ztr (ADA' )+2a ' t r (ADA' )+a ' ( t r (ADA' ) )  z 

For g(c) is quadratic function and g(c)=min, let  
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II A/~, II 2 + aZtr(ADA,) 
c" -- II A 8, II 2 + 6aZtr(ADA,) (3.4) 

then c < c "  < l , g ( c ) < g ( c ' ) < g ( 1 ) .  

Associating (3.2) with (3.3) ,we can use the following formular to estimate c" ,  

[I Z j~ II 2 
c" " ---- ^ (3.5) 

II A/~, II 2+ 5aZtr(ADA,) 

We can see using it to estimate c" is suitable. Combining with (2. 3) ,we can define a selection criterion 
statistic which is 

A" = ~ Z t r ( A D A ' ) - - c ' "  IIm~, II 2 (3.6) 

as zYs estimation. In this paper,we take "the bigger A" is,the better it'll become" as the selection criterion 
of the linear regression model. 

4 A"s  Calculation and Application 

According to (3.5) and (3. 6) ,if we want to calculate A" ,we have to solve the calculation problem of 

t r (ADA')  and II A pA II z firstly. On the basis of the scanning algorithm in Ref. [ l ] , w e  suppose A =  

(ao).•  a , ~ 0 ,  we define a new square matrix B =  (b/t),• it. 

ai lat i  
bii = 1 , b i j  = a~ j =/= i , b j i  = - -  aji j =~ i,blt = alt -- ,k =/= i , l  =/= j.  

aii clii ' aii ' aii 

The transformation from A to B is called S operation with the pivot of a;i and is recorded as B = S i  A. Ac- 

cording to S' arithmetic properties (theorem 7. 1,7.2 in Ref. [1]) ,we assume that Xq consists of the NO. 

l<~il , iz ,  . . . . . .  ,iq<~p row in X; 

_ ( X ' X  X'Y  I 
C = Sit Siz ""Siq I Y ' X  Y ' Y  I 

k and r~( i=1,2 ,""  ,p) is NO. i diagonal element of ( X ' X )  -1 and C ;V is a matrix which consists of ele- 

ment C's NO. il , i z ,""  ,iq column,the front p row arranged in C's order. 

{~ , ] =  lit 
a t = l = 1 , 2 , ' " , q ,  j = 1 , 2 , ' " , P  

j ,  j =/= b 
q 

So,we can introduce: t r (ADA '  ) -~- ~ _ d  ( ~'t - -  t i t )  (4. 1) 
/ = 1  

A 
A 8, = Va (4.2) 

According to the scanning algorithm and (4.1) ,  (4.2) ,we can quickly figure out A" and realize the se- 

lection of linear regression model. 
Let's adopt a classical example.Hald cement problem Cl1, which is mostly used in documents of the re- 

gression analysis to illustrate the application of the variable selection. 
When some cement becomes solid it releases heat (calorie) and contains the following four types of 

chemical composition: 
xt equate the content (%) of the 3CaO �9 AlzO3,xz equate the content (%) of the 3CaO �9 SiOz,x~ 

equate the content (%) of the 4CaO �9 AIzO3 �9 FezO3,x4 equate the content (%) of the 2CaO �9 SiOz. 
The problem is to investigate the relation between the released heat per gram (noted as Y) and these 

four types of composition. Table 1 shows the experimental datum. 

a =  ( a l , a z , . . . , a  p) is a p-vector,in it: 
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Table 1 The experimental datum 

x~ 7 1 11 11 7 11 3 1 2 21 1 11 10 

xz 26 29 56 31 52 55 71 31 54 47 40 66 68 

x3 6 15 8 8 6 9 17 22 18 4 23 9 8 

x4 60 52 20 47 33 22 6 44 22 26 34 12 12 

Y 78.5 74.3  104.3 47.8  95.9 109.2 102.7 72.5  93.1 115.9 83 .8  113.3  109.4 

76 1 11 11 7 11 3 1 2 21 1 11 10 / 

Xi = 29 56 31 52 55 71 31 54 47 40 66 182] 68 
60 15 8 8 6 9 17 22 18 4 23 9 

l 52 20 47 33 22 6 44 22 26 34 12 
Y' = (78.5,74.3,104.3,47.8,95.9,109.2,102.7,72. 5,93. 1,115.9,83.8,113. 3,109.4) 

After the scanning algorithm of (X 'X  X'Y I Y 'X y , y  i , we can introduce LS estimation of Hald cement prob- 

lem. 
From Table 2,we know that A" will come to the greatest valuation at(x1 ,x2),and it's also bigger at 

x2. It proves that 3CaO �9 SiO2 is the primary element of cement's releasing heat. The amount of released 

heat and the content of 3CaO �9 A1203 and 3CaO �9 Si02 are most close to each other. Under the 5" criteri- 

on,the best linear regression model follows: 
Y=52. 577q-1.468xlq-0. 662xz,it tallies with example 3. 2 in Ref. ~1~. 

Table 2 LS estimation of  Hald cement problem and valuation of  A" 

Independent  variable flo fil fl~ fla fl, A" 
in the model 

xz 81.4794 1.8687 4903.9443 

xz 57.4237 0.7891 4905.2429 

x3 110.2026 - - 1 . 2 5 5 8  4713.6000 

x4 117.5680 - - 0 . 7 3 8 2  4572.7207 

x , x 2  52.5774 1.4682 0.6623 4905.2551 

x , x ~  72.3491 2.3124 0.4945 4896.4444 

x l x4  103.0974 1.4399 - - 0 . 6 1 4 0  4802.6622 

xzx3  72.0746 0.7313 - - 1 . 0 0 8 0  4902.8431 

x2x~ 94.1601 0.3109 - - 0 . 4 5 6 9  4648.5257 

xax4 131.2824 - - 1 . 2 0 0 0  - - 0 . 7 2 4 6  4138.1392 

x l x z x 3  48.1937 1.6958 0.6570 0 .5000 4892.7450 

x l x2x 4  71.6484 1.4518 0.4162 - - 0 . 2 3 6 5  4686.6689 

x2x3x4 203.6420 - -0 .9235  - - 1 . 4 4 8 0  - - 1 . 5 5 7 0  - -4666 .7750  

x l x3x~  111.6844 1.0517 - - 0 . 4 1 0 0  - - 0 . 6 4 2 8  4669.8517 

x ~ x z x 3 x ,  62.4051 1 .5510 0.5102 0 .1020  - - 0 . 1 4 4 1  0 
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