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Abstract : The Web cluster has been a popular solution of 
network server system because of its scalability and cost effec- 
tive ness. The cache configured in servers can result in in- 

creasing significantly performance. In this paper, we discuss 
the suitable configuration strategies for caching dynamic con 
tent by our experimental results. Considering the system itself 
can provide support for caching static Web page, such as 
computer memory cache and d i sk ' s  own cache, we adopt a 
special pattern that only caches dynamic Web page in some 
experiments to enlarge cache space. The paper is introduced 
three different replacement algorithms in our cache proxy 
module to test the practical effects of caching dynamic pages 
under different conditions. The paper is chiefly analyzed the 
influences of generated time and accessed frequency on caching 
dynamic Web pages. The paper is also provided the detailed 
experiment results and main conclusions in the paper. 
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0 Introduction 

T he Web cluster has been a popular solution of network 

server system because of the scalability and of the cost 

effectiveness. By using the mechanism of the content-based 

request distribution, the cache configured in servers can result 

in increasing performance dramatically. This scheduling policy 

can improve the hit rates in the back-end' s main memory 

caches by distributing requests based on cache affinity I11'< 

Therefore, caching is an effective way to achieve scalability 

and flexibility by enabling the use of a partitioned server data- 

base and specialized server nodes. Because of the dynamic con- 

tent objects are used increasingly, it is becoming more impor- 

tant to set up and manage a dynamic page caching for Web 

server. Currently, most of researches for dynamic content are 

focused on how to implement the cache proxy and how to 

guarantee the cache consistency I:~ 5J. 

Unlike traditional caching in memory, Web caches are re- 
quired to manage objects of variable size and frequency E< ,and 

the characterizations of Web access patterns are found to be 
Zip~distribution in popularity Fr~ In order to get optimal 

effect, the cache replacement algorithms have to take many 
factors into account, e. g. ,  cost, size, frequency ts:t. greedy 

dual-size (GDS) algorithm I ~j considers the properties of both 
variability in Web objects size and retrieval cost (miss penal- 

ty). Mix policy L~<I takes into account the network latency, the 

size of the documents, their access frequencies and the time e- 

lapsed since the last reference to documents in the cache, low- 

est relative value (LRV) algorithm E''2 uses the cost, size, and 

the last access time of an object to calculate a utility value. 

The calculation is based on extensive empirical analysis. 
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greedy dual-size with frequency (GDSF) algorithm E127 

simply incorporates access count into GDS. Popularity- 
aware greedy dual-size (GDSP) algorithm E1:33 takes in 

consideration the knowledge of the skewed popularity 
profile of Web objects. Least normalized cost replacement 
for the Web with updates (LNC-R-W3-U) algorithm E142 
incorporates the cost of cache consistency maintaining and 
replacement mechanism, it aims at minimizing response 
time. 

In this paper, we introduce our caching management 
policies on dynamic pages for Web servers. There are 
three different replacement algorithms in our caching 
proxy system that is a module for Apache Web server. 
We compare these algorithms by practical testing, and 
conclude the configuration strategies based on our experi- 
ment results. 

1 Design of Replacement Policy 

There is obvious difference on the generated time 
among dynamic Web pages, but there is almost no differ- 
ence in the delay of transferring one page from Web serv- 

er to cache proxy because the sizes of all the dynamic pa- 
ges are approximate. Therefore, the primary penalty of 
retrieval a dynamic page is its generated time in back-end 
server. So, we designed a generated-time based replace- 
ment policy (GTime) for Web page caching, the Web pa- 
ges which consume more system resource will be saved to 
reduce system response time. Its profit function P(p,i)  
should be calculated as= 

P(p,i) - G(p) 
S(p) 

where, p is a Web page and i is 
the generated time of p, S(p) is 

-- - -  �9 F(p,i) (1) 

a time section, G(p) is 
the size of p, F(p, i) is 

the access frequency of p during ith time section. 
As the exiting of 'peak' phenomenon in which the 

access frequency is very high, it needs to divide the whole 
process into several time sections and the access frequency 
of each Web page is respectively computed for each time 
section. It is more reasonable to remove Web pages with 
the 'fall sharply' trend in access frequency. 

However, it is not enough to evaluate a Web page's 
future popularity only in terms of the access frequency in 
current time section. Therefore, we designed popularity- 
aware generated time based replacement policy (GTP). 
By predicting the access frequency and ignoring the 
page's size, the GTP algorithm is more adaptive for dy- 
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namic page caching. Its profit function should be calcu- 
lated as: 

P(p,i + 1) = O(p) �9 F(p,i + 1) (2) 

where, P(p, i+1)  is the access frequency prediction of 
Web page p in the next ( i+1)  time section. 

To calculate F(p, i+1 ) ,  We use the Adaptive Sin- 
gle Exponential Smoothing algorithm E~2 in which the pa- 
rameter of tracking signal is an key for this predicting 
process. Once the tracking signal is larger than a thresh- 
old, it means that the change of access frequency has 
burst during the current time section and there is larger 
warp value between prediction and practice. Therefore, 
this method is suitable to predict the dramatically 
changed 'peak' curve on line. 

Let F~(i) be the actual access frequency of page p in 
the ith time section, F(i) is its predicted value, and the 
initial value of F(i) equal to 0. The steps to compute the 
predicted H i + l )  of Web page p as follows: 

@ To calculate the predicted error, E(i)=ft. e(i)+ 
(1-fi') �9 E(i-1) ,  where e(i)=F'(i)-F(i),  fl=0. 1; 

@ To calculate the absolute value of predicted er- 

ror, M(i)=fl. le(i)]+(1-fl) �9 M ( i - 1 ) ;  

E(i) ob @ To calculate the tracking signal T ( i ) = ~ ) ,  

viously ] T(i) ]~1;  
@ To calculate the smoothing parameter, a ( i ) =  

IT(i)];  
@ To predict the access frequency. 
F(i+ 1) = a(i) �9 F'(i)  + ( 1 - a ( i ) )  �9 F(i) (3) 

In the above procedure, if the difference between F(i) 
and F'(i)  is increased, a(i) will relatively become larger. 
Sequentially, it will make F(i+ 1) change more quickly. 
()nce H i + l )  has adapted to this change, a(i) will be- 
come smaller to counteract those random changes. 

2 Experiment Environment 

The front-end dispatcher of Web servers is a com- 
puter with P-III800Mb/sHz CPU, 256 MB memory and 

40 GB hard disk. It runs the content-based request distri- 
bution program on Linux OS, whose maximum distribu- 
ting rate can be over 2 000 TCP connections per second. 

The cluster back-end servers are 2 computers with 
P-IV1.7Gb/sHz CPU, 512 MB memory, and 40 GB IDE 
hard disk. The servers run Apache loaded DCMC mod- 
ule E~. This module builds a cache space in memory to 
cache the requested Web pages, and provides access 



proxy service. We do not take the cooperation among 

several DCMCs into account. Thus the simplicity and fa- 

cility of DCMC can be guaranteed. 

The clients are 4 computers with P-IV2.4Gb/sHz 

CPU, 256 MB memory and 80 GBIDE hard disk. They 

run WebBench5.0 testing program on the client. 

The network device is a switch of Cisco2924 (100 

Mb/s). The dispatcher, servers and clients are all con- 

nected through the same switch. 
In such a configuration, it can be guaranteed that no 

device among the network and dispatcher and clients 

would be the bottleneck of cluster system during the tes- 

ting process, thus we can obtain the real effect of cache 

system in servers. 

By the simulation program, we produce the static 

Web pages with 3 types of size: 5, 50 and 500 kB, which 

conform the Parato distribution, and we produce the dy- 

namic Web pages with 3 types of generated time: 0.05, 

0.5, 5 s, which conform the negative exponential distri- 

bution. 

Total 200 Web pages are used in our experiments. 

The ratio between static Web pages and dynamic Web 

pages are assigned in terms of the experiment demand. 

The requests of clients are generated randomly. All these 

Web pages are evenly distributed on 2 servers according 

to their workload. 

3 Experiment 

For our experiments, the number of clients increases 

gradually from 1 to 40 procedures, each procedure sets 

up 10 threads. The testing process lasts for about 30 

rain, and we take 5 min as a time section to calculate the 

access frequency. The value is the average value of three 
samplings. 
3.1 Experiment 1 

Experiment 1 tests the cluster performance under 

conditions that two different scenes: all Web pages are 
cached and no any Web pages are cached. The testing re- 

sults are shown as Fig. 1. 
As shown in Fig. 1, even if all static Web pages are 

cached, it gets almost the same performance as that with- 

out caching. The reason is that the file management sys- 

tem in the kernel of OS can provide effectively the cac- 

hing to the static Web pages. Therefore, it is reasonable 

to presume a worse performance if only caching part of 

the static Web pages by DCMC, which is a program in 
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Fig. 1 Comparison of non-caching and all-caching 

application layer. 

3.2 Experiment 2 
Experiment 2 tests the performance of Web servers 

on caching both static and dynamic Web pages. We also 

compare the results of 3 replacement policies, GI)SF, 

GTime and GTP. Among the requests, 700/oo are for 

static Web pages and 30% for dynamic ones in this ex- 

periment. 
Figures 2 and 3 show the results of 3 replacement 

algorithms under conditions that cache size respectively is 

300/oo or 60o/00 of the total size of all pages. 

Figure 2 shows that, when requests are primarily 

for static Web pages, GDSF and GTime get better effect 

than GTP. The reason may be that GTP does not con- 

sider the size of cached Web pages, and the size of Web 

pages is important to keep the hit ratio for the static Web 

pages. Figure 3 shows that the influence of Web page's 

size becomes smaller with the increase of cache space, 

and the difference are not obvious. Another noticeable 

phenomenon is that, as Fig. 3 shows, although the cache 

space doubles, the effects of caching improves lesser. 
This reason is that, when the requests are mainly for 
static Web pages, the extra cache for static Web pages is 
not as efficient as system's own cache. The result of ex- 

periment 1 also shows this point. 

3.3 Experiment 3 
Experiment 3 tests the performance of Web servers 

on only caching dynamic Web pages. We also compare 

the results of 3 replacement algorithms, GDSF, GTime 

and GTP. 

The process of the experiment is similar to experi- 

ment 2. Figure 4 shows the effect of the 3 algorithms 

when cache size is 30% of total dynamic pages' size, 

which is about 9 %0 of all Web pages. Figure 5 shows the 
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Fig. 2 Effects of caching when cache 

size is 30 % of total pages size 
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Fig. 3 Effects of caching when cache 
size is 60 % of total pages size 
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Fig. 4 Effects of caching when cache size is 30%0 

of total dynamic pages size 

effect when cache size is 50~ of total dynamic pages' 
size, which is about 15~ of all Web pages. 

Figure 4 and Figure 5 show that, when DCMC 
module only caches dynamic Web pages, both GTP and 
Gtime are better than GDSF. It means that the generated 
time of dynamic page is the most important for the re- 
placement algorithm. However, GTP is just a little bet- 

ter than GTime and in Fig. 4 it is more obvious. Figure 6 
shows the statistics of the hit rate (H) in Fig. 4' s experi- 
ment. Because the requests are mainly for static pages 
and DCMC is configured not to cache static pages, the hit 
rate is a little low. Figure 6 shows that GTP's hit rate is 
two times higher than the other 2 algorithms. But be- 
cause the proportion of dynamic pages in requests is 
small, the performance improvement in Fig. 4 is not so 
great. 
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Fig. 5 Effects of caching when cache size is 

50% of total dynamic pages size 
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Fig. 6 Hit rate of caching in figure 4's  experiment 

By comparing Fig. 4 with 2, as well as Fig. 5 with 
3, they get almost the same effect, while only caching 
dynamic pages uses much less memory resources than 
caching both static and dynamic Web pages. When the 
cache space is the same, therefore, the Web servers may 
get better system performance if it only caches dynamic 
Web pages, that is, it will get faster average response 

time. 

3.4 Experiment 4 
Experiment 4 tests the performance of Web servers 

with multi-copy of Web pages. For the experiment, we 

also use the generated 200 documents, in which the pro- 
portion of static pages is 70 0/oo. The cache size of DCMC 
is configured respectively as 30~ of the total pages' size 

and as 30% of all dynamic pages' size. Unlike former 
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experiments, the 200 documents are placed in each server 
to form the complete replication of each page. Because 
the number of pages doubles in a single server, the cache 
size relatively reduces half of former. The dispatcher of 
the Web servers distributes the requests, in round Robin 
manner. 

Figure 7 and Figure 8 show respectively the effect 
when both static and dynamic pages are cached together 
and dynamic pages are cached only. 
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Fig. 7 Static and dynamic pages are cached 

together when cache size is 30%0 of total pages 
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Fig. 8 Only dynamic pages are cached when 

cache size is 30 % of total dynamic pages 

By comparing Fig. 7 with 2, as well as Fig. 8 with 
4, the complete replication of each page does not always 
get better effect (even get lower effect) than that without 
copy. This is because, although the replication on multi- 
ple servers can enhance the parallel process ability, the 

cache size in single server is reduced correspondingly, and 

the delay of route dealing in dispatcher is increased. 
These prevent the improvement of the whole system's 

responding performance. 

3.5 Experiment 5 
Experiment 5 tests the performance of Web servers 

when all the dynamic pages are cached in DCMC. The 
distribution of Web pages, experiment steps and condi- 
tions are the same as Experiment 2. The cache size of 
each server is configured equal to the size of all the dy 
namic Web pages on it. We test the system's responding 
performance when the requested ratio of static pages and 
dynamic pages are 7 : 3, 5 " 5, 3 : 7 respectively. Figure 
9 shows the testing results. 
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Effects when caching all dynamic Web pages 

Under condition that the ratio is 7 : 3, comparing 
the curve in Fig. 9 with figure 5's effect, although cache 
size only doubles, it leads the number of connections per 
second to increases about 8 times higher. As shown in 
Fig. 9, with the proportion of dynamic Web pages in re- 
quests increasing, the I)CMC can produce super-linear in- 
crease on response capability. This means that the per- 
formance of Web servers can be improved dramatically by 
caching all the dynamic Web pages in back-end servers. 

4 Conclusion 

By the practical applications and the experiments 
above, our conclusions are as follows: 

@ The configuration of cache in cluster's back-end 
nodes is the first important thing we should consider. Be- 
cause operating system in server can provide cache for 
static Web pages, just adding cache for dynamic Web pa- 
ges in server is enough. 

@ Caching dynamic Web pages as many as possible, 

and caching all the dynamic Web pages can lead to the 

best result. As the price of memory is lower and lower, 
it 's feasible to cache all dynamic Web pages in those Web 
sites mainly providing service on static Web pages. 

@ Different cache replacement policies can gain dif- 

ferent effect on performance of a cluster's, the generated 
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cost of a Web page is the most important points to build a 
high speed cache for Web servers, which includes many 
dynamic content objects. When the cache size is small, it 
is also a better choice to predict the access frequency of a 
Web page. 

@ Replication distribution and cache space configu- 
ration should be considered together. Improving the abili- 
ty on parallel process should not be at the cost of lower 
cache hit rate. It is worth of only replicating suitably 
these Web pages whom are accessed too continually. 
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