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Abstract: In this paper, constrained K closest pairs query 
is introduced, which retrieves the K closest pairs satisfying 
the given spatial constraint from two datasets. For data sets 
indexed hy [{-trees in spatial databases, three algorithms are 
presented for answering this kind of query. Among of them, 
two-phase Range r Join and Join+ Range algorithms adopt the 
strategy thai changes the executkm order of range and closest 
pairs queries, and constrained heap-hased algorithm utilizes 
extended distance functions to prune search space and mini 
mize the pruning distance. Experimental results show thai 
constrained heap-base algorithm has better applicability and 
performance than lwt~phase algorithms. 
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0 Introduction 

K closest pairs query (K-CPQ) finds the K closest pairs 
between two data sets, which is used frequently in va- 

rious applications. In spatial databases, it is very important for 

evaluating K-CPQ efficiently. During the past several years, a 

few algorithms and techniques have been devised for it [3~1 

However, all of these techniques for K-CPQ search results in 

entire data space. Sometimes users might want to know the 

closest pairs in some area. For instance, someone may be in- 

teresting in the closest marketplace and residential area in 

some zone of a city, or the closest resort and city within some 

province. This kind of K-CPQ with spatial constraint is called 

Constrained K Closest Pairs Query (CCPQ), which discovers 
K closest pairs within given spatial range. The spatial ranges 

of above examples are some zone of city and some province. 

There exists some work related to CCPQ. Jing Shan {~1 

introduced the notion of self range closest pair query (SRCP) 

and devised a SRCP tree for evaluating this kind of query. 
However, SRCP finds the closest pairs in one data set and the 
maintenances of SRCP tree need time and space. Ferha- 

tosmanoglu [7] addressed constrained nearest neighbor query, 
whereas their techniques cannot be applied to CCPQ. 

In this paper, we wiI[ address CCPQ in the context of 
spatial databases and Euclidean space, assuming that the two 

spatial data sets are stored in structures belonging in the fami- 

ly of R trees ES' ~l, due to their popularity. 

1 Constrained Closest Pair Query 

Definition 1 I.et P and Q be two finite data sets stored in 
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a spatial database, C be the constrained spatial range. 
Then, the result of constrained K closest pairs query 
CCPQ(P, Q, C, K) is a set of ordered sequences of K 
(I~<K~<]Pr �9 I QI) different pairs of objects of P•  

@ CCPQ(P,Q,C,K)={(Pl, ql), (Pc, q2),'", 
(PK, qK)}GPXQ; 

@ (p~, q~)~i~(pj, qj), i~j,  1~i, j~K; 
V (p~, q,.) 6CCPQ(P,Q,C,K), contains(C,p~) 

A eontains(C,q~ ), l~i~K; 
@ V p~ P A contains(C, p), V q~ Q A contains(C, 

q), (p,q) r dist(p,q))dist (pK ,qK ) 
>~dist(p~l ,qK ~ >~'">~dist(p~ ,ql ). 

Where dist is Euclidean distance function between 
two objects, contains is a predicate checking if a spatial 
range contains an object. 

Without spatial constraint, let Mp and Me be two 
Minimum Bound Rectangle (MBRs), then, the minimum 
distance between Mp and M e is defined as MINMIND- 
IST, and MINMAXDIST expresses an upper bound of 
distance for at least one pair of objects E13. Due to the giv- 
en spatial constraint, these distance functions need to be 
extended for CCPQ. 

Definition 2 Let Mp and Me be two MBRs, C be 
the constrained spatial range. Then, the minimum dis- 
tance between Mp and M e with constraint C is defined as 

C-MINMINDIST(Mp, M e , C) 

t 
.Mindist(Mp ~ C, M e A C), 

= i f M , , O C r 1 6 2  
co ,  otherwise. 

Where Mindist returns the minimum distance be- 

tween two spatial ranges, Me [") C and M e ("1C are spatial 
intersection of corresponding MBRs and (2 

Theoreml Let Mp and M e be two MBRs, Cbe 
the constrained spatial range. ME and M o enclose two 
sets of MBRs {My, Mp,  "", My,,, } and {Me, M e ,  
�9 .., Me,,, } respectively. Then 

@ C-MINMINDIST(Mp,, Me ,  C) >~C-MIN- 
MINDIST(Me ,Me, C), l<~i~m, l<~j<~n; 

@ C-MINMINDIST (My, Me, C) >~ C-MIN- 
MINDIST(Mv ,Me, C) , l <~ j <~ n ; 

C-MINMINDIST (My, Me, C) >~ C-MIN- 

MINDIST(M/, ,Me, C) , l ~ i~m. 
Theorem 1 guarantees that if C-MINMINDIST of 

two MBRs is greater than some value T, the C-MIN- 
MINDISTs of their child MBRs are certainly greater than 
T. 

Theorem 2 Let Mp and M e be two MBRs, C be 
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the constrained spatial range. The nonempty data sets 

contained in Me N C and M O 0 C are O1 and 02, then 
V (o~ ,o2)~()1 )<02, C-MINMINDIST(MI,, MQ, C)~ 
dist (el ,oe ). 

Definition 3 I.et My and MQ be two MBRs, C be 
the constrained spatial range. Then, C-MINMAXDIST 
(My ,MQ, C) is defined as the distance which there exists 
at least one pair of objects (contained in Mp and MQ) 
with distance smaller than or equal to. Let Fp and Fe be 
the sets of faces of Mp and M e , which are fully contained 
in C respectively. Then. 

@ If Fp r ~ A Fe ~: ~ ,  C-MINMAXDIST (M~,, 

Me,C)= min{Maxdist(f), f j ) :  J)~FI,, fa~Fe}; 
G Otherwise, C-MINMAXDIST(Mv ,M e , C) = ~ .  
Where Maxdist returns the maximum distance be- 

tween two spatial ranges. 
Theorem3 Let ME andM e be two MBRs, Cbe 

the constrained spatial range. The nonempty data sets 
contained in Me N C and M e ["l C are Oi and Oz, then 
3 (ol ,oz ) ~ O1 X 02, dist (ol, 02 ) ~<C-MINMAXDIST 
(Mp ,M e ,C). 

2 Algorithms for CCPQ 

2.1 Naive Algorithms 
Constrained K Closest Pairs Query naturally in- 

volves both range and closest pairs queries. A simple and 
straightforward approach for CCPQ is to execute these 
two queries sequentially. In terms of execution orders of 
range and closest pairs queries, two na ve algorithms can 

be devised. 
The first method computes the general non-con- 

strained closest pairs by an incremental distance join algo- 
rithm and checks if the objects of pairs are within C while 
outputting the closest pairs. This Join+Range method is 
referred to as JR algorithm. However, when the dis- 
tances of the closest pairs in C are larger, JR might 
search more invalid data space before finding the satisfac- 
tory closest pairs. To avoid this, we might need to know 
the possible maximum distance between objects of the 
constrained closet pairs. 

Theorem 4 Let Maxdist(C) be the maximum dis- 
tance between two points in constraint C of CCPQ(P,Q, 
C,K). Then, V (p,q) ~ CCPQ(P,Q, C, K): dist(p,q) 
~Maxdist(C). 

Based on Theorem 4, while outputting the closet 
pairs (p,q) incrementally, JR can stop when dist(p,q) 



>Maxdist(C). The following is JR algorithm. 
Step 1 Get the next closest pair (p,q) between P 

and Q through incremental distance join. If dist(p,q) > 
Maxdist(C), then stop. If p and q are within (7, then 
output (p,q). 

Step 2 If the number of outputted pairs is equal to 
K. then stop, else repeat algorithm from Step 1. 

The second method first performs a range query re- 
trieving the objects in C from P and Q, and then tests for 
the closest pairs. This Range+Join method is called RJ 
algorithm. The following is RJ algorithm. 

Step 1 From P and Q, retrieve all objects falling 

within C to sets Pc and Qc respectively. 
Step 2 Join data sets Pc and Qc to produce the K 

closest pairs. 

2.2 Constrained Heap.Based Algorithm 
I.et T be the distance of the K-th closest pairs found 

so far, according to Theorem 2, the following Pruning 
Heuristic can be deduced. 

Pruning Heuristic Let Mp and M e be two MBRs, 
C be the constrained spatial range. If C-MINMIND1ST 
(Mp ,M e ,C) )T ,  the paths corresponding to (Mp ,M e) 
will be pruned. 

When K = 1, we can get the following Updating 
Heuristic based on Theorem 3. 

Updating Heuristic I.et Mp and M e be two  MBRs 
enclosing two sets of MBRs {Mr,, M,, , . . . ,Mr,  } and 
{Me, ,M% ,...,Me, ' }respectively, C be the constrained 
spatial range, and T' = min { C-MINMINDIST ( Mp,  
Me,) : l ~ i ~ m ,  l ~ j ~ n  }. W h e n K = l ,  if T > T ' ,  

then T can be updated to T ~. 
The above heuristics can be used to prune search 

space and minimize the pruning distance 7". 

Constrained heap-based algorithm (CH) utilizes a 
minimum heap M,  to hold pairs of MBRs according to 
their C-MINMINDIST (the pair with smallest C-MIN 
MINDIST resides on top of M~f), and a maximum heap 
KH with capacity K to record the K constrained closest 
pairs found so far (the pair with the largest distance re- 
sides on top of KH). CH algorithm for two R-trees with 
the same height is as follows. 

Step 1 Set T to o0 and initialize heaps MH and 

KH. The pair formed by roots of two R-trees is inserted 
into Mtf. 

Step 2 If MH is empty, then stop, else let (Np, 
N o) be the pair de-heaped from MII. If this pair has C- 

MINMINDIST>T, then stop. 
Step 3 If Np and NQ are internal nodes, calculate 

C-MINMINDIST for all possible pairs of MBRs. If K-- 
l,  update T using Updating Heuristic. Insert into .IV/, 

those pairs that have C-M1NMINDIST~ T. If Np and 
Ne are two leaves, calculate the distance of each possible 
pairs of objects. If this distance is smaller than T, update 
KH and 7". Repeat algorithm from Step 2. 

3 Experimental Results 

This section provides the results of an extensive ex- 
perimentation study aiming at comparing the applicability 
of three algorithms and evaluating the performance of CH 
algorithm. 

The experiments were performed using two synthet- 
ic uniform data sets including 6000 points each, which 
were indexed by two R~ -trees. The page size was set to 
4 kB and no buffer was used. The constrained spatial 
range was a rectangle whose position was chosen random- 
ly. The programs were created using the Microsoft Visu- 
al C-I-§ compiler and all experiments were run a Win- 

dows PC with 512 MB RAM. 
Fig. 1 (a) shows the number of page accesses of 

three algorithms for K =  10. The z axis shows the rela 
tive size of constrained spatial range (i. e. , 0. 2 indicates 
the constrained spatial range fills 200/00 of the entire data 
space). As the constraint size increases, the number of 

page accesses of JR decreases, however, that of RJ in- 
creases. The reason is that with constraint size increas- 

ing, the possibility that the intermediate closest pairs 
produced by incremental distance join are final results in- 
creases, while RJ would produce more data due to range 

query. Fig. 1 (a) also indicates that the number of page 
accesses of CH changes slightly as the constraint size in- 
creases. So, CH has better applicability. This reason is 
that JR and RJ algorithms produce a lot of intermediate 
results, while CH adopts a best first search strategy and 
no intermediate results are produced. 

For K=20, Fig. l(h) illustrates the similar results. 
Table 1 shows the number of page accesses and re- 

sponse time of CH algorithm for constraint size 0. 2. 
Both of them increase in a sub-linear way with the in- 
crease of the K. With increasing K values, the perform- 
ance of CH is not significantly affected. Therefore, CH 
has better scalability. 
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Fig. 1 Comparison of the CCPQ algorithms in terms of the 

number of page accesses for K = I 0  and K = 2 0  

Table 1 Performance of CH for C = 0 .2  

K Number of page accesses Response time/ms 

10 99 903 

20 102 1039 

30 109 1090 

40 113 1112 

50 118 1108 

60 121 1115 

70 125 1198 

80 130 1203 

4 Conclusion 

In this paper, we introduced constrained K closest 
pairs query (CCPQ). For data sets indexed by R-trees in 
spatial databases, three algorithms were proposed to an- 
swer it. In terms of the execution order of range and clo- 
sest pairs queries, RJ and JR were developed. After defi- 
ning some distance functions, we presented constrained 

heap-based algorithm that used these functions to prune 
search space and minimize the pruning distance. Experi- 
ments on synthetic data sets show that constrained heap- 
based algorithm outperforms RJ and JR. The future 
work includes developing a cost model to estimate the 
cost of evaluation of CCPQ I ~0,H?. 
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