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1 I n t r o d u c t i o n  

For each ~/> 0, let W~ (0, co) denote the space of all locally integrable functions f on (0, ~ )  

satisfying f (t) = O (e "n) as t -~ + ~ .  

For parameters a E I~ and/~ E Z we define the summation-integral operators I~,~,a,~ by 

f0 ~ 1,~,~.~ (f; x) = n E bn+~,~ (x) sn,v+~ (t) f (t) dt, x E [0, oc), (1) 
v=max{0,-~} 
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where 

and 

b n v ( x ) = ( n + v - 1 )  xV 
' v (1 + z )  "+~ 

8~,. (t) = e - " '  (nt)V 
r (v + 1) 

are the Baskakov and the Sz~z-Mirakjan basis functions, respectively. 

Note that,  for f e W~ (0, oc), the expressions l~n,a,~ (f; x) are defined for each integer n > 7, 

provided n + a > 0. It is easily verified that  the operators (1) are positive linear operators on 

the spaces 14"~ (0, co), for all n sufficiently large. We call these hybrid operators generalized 

Baskakov-Sz~sz-Durrmeyer operators (abbreviated generalized BSD operators). 

The special case a = 0, /3 = 0 which should be regarded as ordinary BSD operators was 

studied by Gupta  and Srivastava[ lal. They proved, for f E W~ (0, oo) bounded on every finite 

subinterval of (0, co) and admitt ing a derivative of order r + 2, the Voronovskaja-type result 

/~(r)  f(r) ) x (2 + x) f(r+2) 2 i l n  7z\ n,0,0 (f; 2:) -- (2:) = 2 ( x ) + ( l + r ( x + l ) ) f ( r + l ) ( x )  

-t r (r 2 1)f(r)(X).  (2) 

See also [15], where a Voronovskaja-type result for simultaneous approximation is derived for 

linear combinations of the operators V,,0,o. 

The Voronovskaja-type result in the case a = 1,/3 = 0 

(e(~) /(r) ) x (2 + x)/(r+2) (x) + (r + 1) (1 + x) f(~+l) (x) 2irncr n \ ' , ,x ,0  (f; x) - (x) -- 2 

-{ r (r2 + 1) f(r) (x) . (3) 

was derived by Gupta  and Srivastava [14, Theorem 3.1]. An inverse result for the operators Vn,l,O is 

presented in [9]. 

Furthermore,  we mention that  Lp-approximation by linear combinations of the operators 

~ ,o , -1  (case a = 0,/3 = -1 )  was studied by Agrawal and Mohammad [11]. To be precise, their 

definition[ll, Eq. (1.])] contains an additional term (1 + x) -n f  (0) assuring that  the operators 

preserve constant functions. 

Note that  our definition (1) also includes the supposed more general setting 

~,~t,~.,Ot,B2 (f; x) = (n +/31) Z bn+~t,.+a2 (x) sn+~l,v+~2 (t) f (t) dt 
v=max{0,-a2,-~2 } 

(x E (0, co)) by a suited shifting of the parameters. 
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The purpose of this paper is the study of the local rate of convergence of the operators (1). 

We investigate their asymptotic behaviour also for simultaneous approximation. As main result 

we derive the complete asymptotic expansion for the operators l),,,~,~(f; x) and their derivatives 

in the form 
oo 

l)n,a,Z (f; x) = f (x) + E Ck (f; X) n -k, n ~ oc ,  (4) 
k = l  

provided that f E W.~ (0, oc) and f possesses derivatives of sufficiently high order at x (x E 

(0, ~ ) ) .  Throughout the paper n k- resp. n k-- denotes the rising factorial n g = n (n + 1).-- (n + k - 1), 

n 6 = 1 resp. falling factorial n ~ = n (n - 1)-. .  (n - k + 1), n o = 1. Formula (4) means that, for 

all q E N. 
q 

1)~,,,~ (f; x) = f (x) + E ck (f; x) n -~ + o(n -q) 
k = l  

a s  / t  --+ OO. 

We remark that in [1,3,2,5,8,7] the first author gave analogous results for the Meyer-KSnig 

and Zeller operators, for the operators of Bleimann, Butzer and Hahn, the Bernstein-Kantorovich 

operators, the Bernstein-Durrmeyer operators, and the operators of K. Bals and Szabados, 

respectively. Asymptotic expansions of multivariate operators can be found in [6,10]. 

2 Main  Resul t s  

For q E N and x E (0, oc), let K [q; x] be the class of all functions f E W~ (0, oc) which are q 

times differentiable at x. Throughout the paper let the numbers Z,,~ (s, k, j) ,  for 0 _< j < k < s, 

be given by 

s - j m)J ~ J  k - i Z~.~(s , k , j )=  E ( - 1 ) ~ - m  m - j  (8+ mm_j j olk-j-i. 
rn=k i = 0  

(5) 
The quantities [ i ] i n  Eq. (5) denote the (signless)Stirling numbers of the first kind defined 

by 

J 
x ) - = E [ i  ] xi ( j = 0 , 1 , . - . ) .  (6) 

i = 0  

(see. e.g., [12. Eq. (6.11)]). We mention that in the traditional notation of the Stirling numbers 

of the first, kind we have Sj = (-1)J-ilL ~ J ~' 
i 

The following theorem is our main result. 

T h e o r e m  1. Let q E N and x E (0, oo). For each function f E K[2q;x], the operators 
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V,..,.~ possess the asymptotic expansion 

q 

~.,o,~(:; x) = : (~) + ~ c~,o,z (:; x) n -k + o (n-~) ,  n -~ ~r (7) 
k.=l  

where the coefficients ck,a,~ (f; x) (k = 1,2, . . .  ) are given by 

2k f ( , ) (z )  ~ 
ck'a'/~(f;x)= Z s! ExS-JZ" ' f~ ( s ' k ' J )  (8) 

s=k j=O 

and the Z~,~(s ,k , j )  are as defined by Eq. (5). Moreover, if f E K[2(q+ r);x], f o r r  E No, the 

far) possess the asymptotic expansion differentiated operators , n.~,.~ 

q 

~:(r) :~. x) = f(r) x-~ (~) . . . .  a'J, (x) + 2..,%.,~.a(f;x)n -k + o ( n - q ) ,  n --+ oc. (9) 
k = l  

'~_(~) :~' x) R e m a r k  1. It turns out that the coefficients in the asymptotic expansion of ,~.a,Z~j, 

are the r-th derivatives of the coefficients ck,a,Z (f; x) in the asymptotic expansion of IT,~,,~,a(f; x), 

i.e., in Eq. (7) one can differentiate term by term. 

o o  For functions f E ~q=l K[q; x] and r E No, we have the complete asymptotic R e m a r k  2. 

expansion 

R e m a r k  3. 

:',...:~ (f ; x) = 

Oo 

(r) fCr) ~ (r) v~,o,~(l; x) ~ (x) + ?_L ck,.,~ (.f; x) n -k, 
k = l  

n - - ~  o o .  

For the convenience of the reader, we list the initial coefficients explicitly: 

(~x + 1 + 2) f '  (z) + ~x (2 + z) I"  (x), 

c2,.,~ (:; x) 
1 = 

+ 

+ 

(a (1 + c~) x 2 + 2 c~ (2 +/~) z + (1 + f~) (2 +/~) ) f(~) (x) 

1 
((2+3a) x a+3(3+2a+B) x2+6(2+~)x) f(a)(x) 

1 2 ~x (2 + z) 2 f(4)(x), 

c3:,,~ ( l ;x )  = 
_ 

(a3x 3 + 3a ~(3 + B)x 2 + 3a(3 + ~)2-x + (3 + B) 3-) f(a)(x) 
1 

+i~ ((3 + 7~ + 3. ~) x' + 2 (s + 15~ + 3~ ~ + 2B + 3~B) x ~ 

+3 (3 + 8) (4 + 4a + ~)x 2 + 6 (3 + B)2-x) f(4)(x) 

l 
+~-~((4+3a) x 5 +(23+12a+3~)x 4+12(4+a+~)x 3+12(3+B) x 2)f(s)(x) 

1 3 +~-~x (2 + x) 3 f(e)(x). 
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An immediate consequence of Theorem 1 is the following Voronovskaja-type formula. 

C o r o l l a r y  2. 

the asymptotic relation 

)= ,!im n ..,~,,3 (f; z) - f (z) (1 + f~ + a z) f' (z) + ~x (2 + x) f" (x). 

Moreover, if f E K[2r + 2; x], for r E No, we have 

n (I) "(r) ( f ; x ) -  f ( " ) (x ) ]  = lira n--*oc \ n,a,/3 / 

satisfy Let x E (0, oc). For each function f E K[2; x], the operators t,~,~,~ 

(10) 

1 f(~+2) i x  (2 + x) (x) + ((r + a) x + 1 + fl + r) f(,,+a) (x) 

1 
+ ~ r  (r - 1 + 2a) f( ' )  (x). 

In the special case a = f? = 0, we get back the result (2) by Gupta and Srivastava. Formula 

(2) is the special case a = 1, r = 0. 

In the special case a = 0, the expression (5) obviously simplifies to 

(;)• Imp] Z o , ~ ( s , k , j ) =  ( -1 ) s -m m - j  (~+rn )~  m - k  ' 
rn~k 

In the special case a = 1, the inner sum of Eq. (5) becomes 

k m - j  - i  k - j  m - j  - i  
i=0 i=0 

= ~ = 
m - k  m - k + l  ' 

i=m-k 

where we used [12, Eq. (6.16)]. Hence, Theorem 1 implies the following generalization of the 

result (2) for the operators I)n,l,O. 

C o r o l l a r y  3. In the case c~ = 1 and ~ = 0 the assertion of Theorem 1 holds with 

(;)• (:v;) [ ] Za,o(s ,k , j )  = (_1)~-,~ mj - m + l - j 
m + l - k  " 

rn -= k 

R e m a r k  4. Note that in the special case a = 0 and ~ = - 1  the right-hand side of Eq. 

(10) does not contain f '  (x). In this case the initial coefficients are as follows: 

1 
Cl,0-1 ( f ; x )  : ~Z (2 + X )  f t ,  (X ) ,  

1 ~ (2 + z) ~ 1r 1 ( 3 x + 3 x ~  +x3)Sr  gx C2,0,-I ( f ; x )  = -~ 

C3,o,-l (f; x) = ~ x ( 2 + x ) ( 2 + 2 x + x  2).f(4)(x) 

+~,., (, + ~) (~ + ~.. +."):, , ,: .> + ~ . '  :, + ~>' :,o,:.>. 
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3 Aux i l i a ry  Resu l t s  

In order to prove our main result we shall need the following lemmas. As usual, we denote 

the monomials by em (x) = x m (m = 0, 1,2, . . .  ). Furthermore, for each real x, put r (t) = t - x .  

L e m m a  4. For all m = O, 1, 2 , . . . ,  and x E [0, oo), we have the representation 

m's 
- 

j=o 3 - 

- - n - m  Z n + ~ + u - 1  (u+13+m)~-(l+x)n+,~+~, ' 
u=O 

where the second sum is to be read as zero if 13 >_ O. 

L e m m a  5. For all m = O, 1 ,2 , . . . ,  and x E ( 0 , ~ ) ,  we have the complete asymptotic 

expansion 

m k k - j  

k=0 j=0 i=O 

n-0  -1 '~ 
+0 ( (1  + x--~'+a ) ' 

The O-term can be replaced by zero if B > O. as n --+ cc. 

L e m m a  6. For each integer q > 0 and each x E (0, oo), the central moments Vn,~,~(r x) 

( s = O, 1, 2 , . . .  ) satisfy the asymptotic relation 

q 2k f ( ~ l ( z )  k 
~r 8 .  

k=i ( s+l ) /2  j s=k j=0 

R e m a r k  5. An immediate consequence of Lemma 6 is 

^ . .  ( [ ( . + 1 ) / 2 J )  vn ,~ ,~(%,  z )  = 0 n -  n - - ~  oo. 

In order to derive as our main result the complete asymptotic expansion of the operators 

V,,,o,~ we use the following general approximation theorem for positive linear operators due to 

Sikkema [17, Theorem 3] (cf. [18, Theorems 1 and 2]). 

L e m m a  7. Let I be an interval. For q E N and fixed x E I, let An : Loo(I) ~ C(I)  be a 

sequence of positive linear operators with the property 

An(r x) = O(n -[(s+l)/2j) (n --+ oo) (s = 0, 1 , - . . ,  2q + 2). 

Then, we have for each f E L ~ ( I )  which is 2q times differentiable at x the asymptotic relation 

2q 

~(x) An(~; x) An(f;  x) = Z f( + o(n-q), n ~ ~ .  (11) 
$=0 
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If, in addition, f(2q+~)(x) exists, the terra o(n -q) in (11) can be replaced by O(n-(q+l)). 

L e m m a  8(Localization result). Let x > 0 be given. Assume that f E W~ (0, oo) vanishes 

in a neighborhood of x. Then for each positive constant q there holds k'n.a,~ (f ;  x) = O(n -q) as 

n---~ oo. 

L e m m a  9. The derivatives of the operators ~n.a,Z can be expressed by 

d 9 . , ~ , ~ ( f ; z ) : ( , ~ +  ~ ~ a) AZV,,.~+~,~(f;x ), r = 0 , 1 , 2 , . . - ,  

where A a denotes the forward difference operator of step 1 with respect to 1~, defined by 

4 P r o o f s  

Proof of Lemma 4. ["or m = O, 1 , 2 , . . . ,  there holds 

fo fo n sn,u*~ (t) t m dt = e - ~ -  (.+~)! ( t )  ~ dt = n - " ~ ( u + f l + m )  m--. 

Therefore, we have 

Vn,a.~(em; x) = n -m Z bn+a,, (x) (u + B + m) m- = S1 - S~, 
ummax{O,-/3} 

say, where 

and 

- z - l (  ) x~ 
S'2 = n-m Z n + a + u - (U + ~ + m)m--(l + X)n+a+~ 

v-.~O 

$1 
= n - m ~ ' ~ ( n + a + u - 1 )  x u 

" (1 +X)  "+~ ( u + f ~ + m )  ~ 

: ( l + x ) - ( n + c ~ ) ~ ( n + & + u - 1 )  "O-myU+2+m 
?zrnyl ~ 1,1 ( ~ y  ) y=x/{l.k-~:) 

v=O 

(1 + x) - ( ' + ~  y_~ 
= n m OY (1 - y)n+c, u=x/(l+~) 

Using the Leibniz formula we obtain 

S, = (l + x)-('~+~' Y-l~ ~ ( ~ )  (13 + m)m-j y~+j (-1)J ( - n  - a)J-I 
nm J=o - 6 : 7  L 

Y ly=x/(14-x) 

- n.~ (Z + m) m-j  (n + a) j x~. 
j=O 
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This proves Lemma 4. 

Proof of Lemma 5 By Lemma 4, we have 

~.,a,~(em;x) = & - S 2 ,  

say. Since, for/~ < -1, there holds $2 = 0 ~, (I + x) n } (n -~ oo), resp. $2 = 0 (l~ E No), we 

have only to consider the first term 

& = ~-~ j~0= (8 + m) m-j (n + ~)J x~. 

Using 

( n + ~ ) ~ = ~ [ J i  
i=0  

and the binomial formula we obtain 

(n + a) i 

1 m j . 

Urn_ k (8 + i 
k=O j=k  i=k 

= n - *  (Z + m / - z  ~'-~ ~ m - j �9 - i 
m - j - i k ak-J-~ 

k=O i=0 

This proves Lemma 5. 

Proof of Lemma 6. Since 

m - - - - 0  

Lemma 5 implies 

X) , , , . ,~t~.,  

}--'n --k ( - I ) ' - "  (x~ +,nlZ~ ~-~ 
k=O rn=k j=O 

n-~ ~ _ Z a , ~ ( s , k , j ) x  "-~, 
k=O j = 0  

k-j  z[ 
i=0  

m - j - i k a k - J - i  

where the numbers Zc,,x~ (s, k, j )  are as defined in Eq. (5). 
^ 

In order to prove V, ,a2(r  = 0, for k < L(s + 1) /2] ,  we show that Z~,~ ( s , k , j )  = O, for 
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2k < s. We have 

z~,9 (s, k, j )  = 
s - j  k - j  (;) ( ) ] ( : - , )  .. E ( - 1 ) s - J - "  S-Jm ( B + m + J ) t E  m-i  k j - i  ak-'-' 

re=k-3 i = 0  

= E ak- j - i  E ( - 1 ) ' - / - ' n  s J ( 1 3 + m + J ) J \ k - j - i  m - - i  
i = 0  m = k - j  

and it is sufficient to show that the inner sum vanishes when 2k < s. 

Recall that the Stifling numbers of first kind possess the representation 

' ( )  [ ] m , : = 0 , . . . , .  (-1)' , , ,~ : E  c''-" . i + . '  
p ::0 

(see [16, p.151, Eq. (5)]). The coefficients C,,k are independent of m and satisfy certain partial 

difference equations ([16, p. 150]). Some closed expressions for Ci,k can be found in [3, p. 113]. 

Taking advantage of representation (12) we obtain 

E ( - 1 ) ' - J - m  s J ( / ~ + m + J ) Z  k j - i  m - i  
r n = k - j  

= ( - 1 ) i c i , i _ t t ( s - j )  k-j (_l)~_k_m s - k  ( B + m + k ) J _ ( m + k _ j _ i ) . "  
,,=o ~ ; ~ : j : T ,  m:oE ., 

Inserting-; this into Eq. (5) yields 

k j s -k 

Zc~k-J-iE(-1)~-k-m(Smk)P~,3(k,j,i;r), 
i = 0  m=O 

where 
s (-1)' c~,~_+, (8 - j)~-J P~,~ 

is a polynomial in the variable m of degree at most j + i <_ k. Thus, the inner sum vanishes if 

k < s - k, i.e., if 2k < s. This completes the proof of Lemma 6. 

Proof of Lemma 8. 

5 > O. Putting 

we obtain 

~'n,a,~(f;x) <_ M ~t-zl>5 

for each integer m > q. Application of the Schwarz inequality yields 

I?~,~ ,z (f; x ) < _ M ( ~ - 2 ' n ( f o ~ K , ~ , ~ , , 3 ( x , t ) r 1 7 6  ) 

Let If (t)] <_ Me "n and assume that f ( t )  = 0 if I t -  x[ < (L for some 

o<)  

K,~,~.,~ (x, t) = n E b,+a,~ (x) sn,~+~ (t),  
~ '=max{O. - / 3  } 

K,~.a,~ (x, t) e "rt dt <_ M~ -2m Kn,a,~ (x, t) r (t) e "n dt, 
JO 

1/2 
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By Lemma 6, the first term on the right-hand side is of order O (n -m) as n ~ oc. By direct 

calculation, the second term appears to be equal to 

v=maxt0,-~} 

and the observation that the las t  term tends to e vz as n ~ oc completes the proof. 

Proof of Lemma 9. The identity 

b',~+m k (x) = (n + a) (bn+a+t,,-I (z) - bn+a+l,v (x)),  v = 0, 1 , 2 , . "  , 

with the convention bn+o+1,-i (x) = 0 implies 

and Lemma 9 follows by mathematical induction. 

Proof of Theorem 1. In view of Lemma 8, we can assume without loss of generality, that 

the function f E K[2q; x] is bounded on (0, oo). By Lemma 6 and application of Lemma 7, we 

have 

2q f(.)  (x) Fz Cs 
l~.a.~ (f; x) = Z s (  vn.a,~( ~ ; x ) + o ( n  -q) 

s ~ 0  

k '  

= ~-,n-kZq ").k f(,)s!(X) ~..., - --~--'Z",;~(s'k'ilxS- j + o (n -a) 
k=0 s=k j=0  

as n -~ oc, which proves Eq. (7). 

Now we are going to prove Eq. (9). By Lemma 9, we have, for f e K[2 (q + r) ; x], 

( d )  ~ -A~V, ,~+~.~(f ;x)  ~x Vn, , .~(f ;x)  = (n+o~) r "^  

q+r 2k k 

k=0 s=k j = 0  

The obvious identity 

reveals that 

A5 (/~ + m) ~- = jr (8 + m) j-~ 

A~Za+r,Z ( s ,k , j )  = 0 (k = O,.. .  , r -  1). 

Thus, we conclude that the differentiated operators possess an asymptotic expansion of the form 

X-"d [r] ~r.x ~n-k o (n  -q) ~;~,~,~ ( f ;  x)  = z_ ,  k,~,~ ~J, , + 
k=O 
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Tile terms ctk,~ :~ (f;  x) are lineal' expressions of / (s )  (x) ,  for s = k + r , . . .  , 2 (k + r) ,  where the 

coefficient of f(8/(x) is a polynomial in x of degree at most s. In order to prove Eq. (9) it is 

sufficient to show that dik,]~,,d ( f ;  x)  = cl~l-k,o,~ ~:,1r x~j is valid for all polynomial functions /. 

Let m E N. By Lemma 4, there exists a positive constant c, such that 

as n -~ oc. Applying Lemma 9, we obtain 

J : r  

~,~ (B + .~)~ (n + ~)m-j (m -- j)~_~m-~-~ + O (~-~) 
j=O 

/ = ~ ~ ~.__ (~ + ~/~ (n + ~/m-j ~ - ,  + o (e -~n) 

a,s .r~ --* ~c. This implies dl~,~ (e,,; x) ~(~) (era; x) which completes the proof of Theorem 1. ~ Ok,a,  ~ 
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