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A b s t r a c t :  We address the problem of optimizing a distrib- 
uted monitoring system and the goal of the optimization is to 
reduce the cost of deployment of the monitoring infrastructure 
by identifying a minimum aggregating set subject to delay 
constraint on the aggregating path. We show that this prob- 
lem is NP-hard and propose approximation algorithm proving 
the approximation ratio with In m+ 1, where is the number of 
monitoring nodes. At last we extend our modal with more 
constraint of bounded delay variation. 
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0 Introduction 

T he explosive growth of lnternet has created a massive 
increase in demand for bandwidth, performance, and 

predictable Quality of Service (Q o S). Simultaneously, the 
need has emerged for monitoring technology that will support 
this growth by providing IP network managers with effective 
tools for monitoring network utilization and performance. 
Knowledge of the up-to-date performance information is criti- 
cal for numerous important network management tasks, inclu- 
ding proactive and reactive resource management and traffic 
engineering, as well as providing and verifying QoS guarantees 
for end to end user application c'33. 

Monitoring of the network-wide state is usually achieved 
through the use of the Simple Network Management Protocol 
(SNMP). SNMP has two kinds of entities: one management 
station and some management agents running on network 
nodes. The management station sends SNMP commands to 
the management agents to obtain information about the net- 
work. Traditionally, the management station function is per- 
formed by a centralized component responsible for aggregating 
all network nodes where management agents are on them. 
Such processing SNMP queries have some inherent weaknes- 
ses. Firstly it can adversely impact router performance anti 
SNMP data transfers can result in significant volumes of addi- 
tional network traffic. In particular, when the network moni- 
toring process requires more data to he collected and at much 
higher frequencies, the overhead that the aggregating proce- 
dure imposes on the underlying network can be significant. In 
addition to traffic limits, the monitoring scheme has different 
demands in terms of bandwidth, reliability, delay and jitter. 
For example, one key property of aggregating procedure is its 
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time dependency. The support of knowledge of the 
up-to-date performance information requires the estab- 
lishment of reliable, low delay and low cost aggregating 
routes. So much research should be made to develop 
strategies that aggregates information within its delay 
hound, thereby allows a tradeoff between delay and 
cOSt (2'43" 

To improve the scalability o[ SNMP, several 
enhancements have been made to the SNMP protocol 
itself by improving efficiency of basic SNMP primitives 
and more effort have been made to propose distributed 
monitoring framework (573. As being pointed out that in 
a centralized monitoring system, although the central 
provides a network-wide view but has some inherent 
weaknesses, this scheme is not suitable for large scale 
network rs~. Taking into account the issues of scalability 
and network-wide view for large service provider net- 
works, an ideal monitoring architecture is a hierarchical 
system which implied that there is a central manager but 
the resource intensive tasks such as polling are distributed 
among a set d monitoring nodes. Between the central 
manager and the monitoring nodes, there exists a set of 
aggregating nodes. The aggregating nodes are distributed 
and each node is responsible for a aggregating domain 
consisting of a subset of the network nodes. Information 
gathered from the individual monitoring nodes is then ag- 
gregatecL The condensed information in aggregators is 
then sent to the central manager that provides an overall 
view of network behavior. Such a hierarchical architec- 
ture overcomes the weaknesses while still maintaining a 
network-wide view. Figure 1 depicts this hierarchical dis- 
tributed monitoring model. 
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while keeping the aggregating bandwidth within prede- 
fined limits rs3. The limits of it rest with its sole consider- 
ation of bandwidth limits. In addition to bandwidth lim- 
its, the monitoring scheme has different demands in 
terms of bandwidth, reliability, delay and jitter. Never- 
theless no research has developed a strategy that aggre- 
gates information within its delay hound, thereby allows 
a tradeoff between delay and cost. Thus the objective of 
this paper is to produce a minimal cost distributed moni- 
toting model which guarantees hounded aggregating 
delay. 

Our work focuses on optimizing a distributed moni- 
toting model for a service provider network that supports 
QoS. The main contributions of our work are as follows: 
We show that the problem of minimizing the number of 
aggregating nodes in a given network subject to delay 
constraints is NP-hard. Then we propose algorithm using 
heuristics policy based on the maximum assignment of 
monitoring nodes to a pickup aggregating node. At last 
we extend subject of our model to hounded delay 
variation. 

1 System Model and Problem Formu- 
lation 

Before outlining the system model, we introduce 
some necessary definition illustrated as Table 1. 

lhldel ~ i n t h e p a ( ? e r  

Symbol Senmntics 

G(V,E) 

E(v) 

E(S) 

Path(u,v) 

E( Path(u, v) ) 

Network topology, where denotes the set of 
nodes, represents the set of edges between two 
nodes 

E ( v )  -- {(v ,u)  I ( v , u )  E E) denotes the 
(sub)sets of edges(liks) incident on v 

Given G(V,E) and S ~ V  
E(S) ---- { (u,v)  I (u ,v)  6. E,u,v6.  S} denotes 

the subset of edges that both endpoints in S 

Given u E V A  v E V ,  Path(u,v) , denotes an 
unique path between node u and v that is aggre- 
gating route 

Represent the rehtive links (edges) of Path 

(u,v)  

F~.z mm-aam ~ ~ dutrs, at~ 
moaitaCme J 

In particular, the most recently works addresses the 
problem of minimizing the number of aggregating nodes 

Firstly we define edge-delay function D. E---R + 
which assigns a non-negative weight to each link in the 
network. The value D(e) associated with edge eE E is a 
measure (estimate) of total delay that packets experience 



on the link, including the queuing, transmission, and 
propagation components. Let the set E ( Path ( u, v)) 
= el ,ez ," ' ,e , , } ,wehaveDelay P a t h ( u , v ) )  

= 2 D(ei)(ei E (Path(u,v))). 
i ~ l  

Our model for the monitoring domain is an undirect- 
ed graph G(V,E), where V={vl ,vz , " ' ,  v, } , is the set 
of all nodes or routers that are in the monitoring domain 
and. E represents the set of edges. The node set S., (S,, 
~V A Sm :~ ~ )  represents the monitoring nodes in the 
monitoring domain. 

The optimal aggregating node location and monito- 
ring node assignment problem can therefore be stated as 
follows. Given a network G(V,E), determine 

@ a minimum subset of nodes So(Sa~V) on which 
to place aggregating node such that the delay constraint 
on every node v(vE Sm) satisfy Delay(Path(v,w))~, 
where 9 is the maximum delay that can be used for aggre- 
gating by a node denoted as w .  

Q a mapping 2 which maps a monitoring node to its 
aggregating node. That is, for any node v(vE S,.) , if 
2(v) =w ,  then node v is assigned to the aggregating node 
w. Note in some situation, we can use additional con- 
straints to decide whether the monitoring node v can be 
aggregated by itself. 

Now we define some variable to describe the integer 
program formulation about the problem. The binary vari- 
able x 0 indicates whether monitoring node vi is aggrega- 
ted by node vj, where vl E Sm and vj E V. The binary 
variable b~ ~ indicates whether edge e belongs to the Path 
(vi ,vj ) between node v~ and vj. The binary variable yj 
indicates whether node vj is a aggregating node or not. 
The problem minimizing the number of aggregating nodes 
in a given network subject to delay constraints can natu- 
rally expressed as a decision problem: 

iV 

The objective is: Minimize ~ yj and the subjects 

are below: 
IVI 

~axo = 1 (V'uI E Sin) (1) 
j = l  

xo <~yj(Vv~ E S,,,Vv, E V) (2) 
o E b ,  D(e)x o ~ ~ (Vv~ E S,,, Vvj E V) (3) 

eEE 

xo E {0,1} (Vv~ E S,.,Vvj E V) (4) 

Yj E {O,1} (Vvj E V) (5) 
The first constraint makes sure that each monitoring 

node v~ is aggregated by exactly one aggregating node. 

The second constraint guarantees that a node vj must be 
an aggregating node if some other monitoring node vi is 
assigned to (aggregated by) it. The third constraint 
ensures that delay during aggregating procedure not 
exceeds the delay constraint on the path between each 
monitoring node and its aggregating node. 

In order to prove the problem minimizing the num- 

ber of aggregating nodes in a given network subject to 
delay constraints is NP-hard, firstly we consider a simpli- 
fied form. Suppose that the delay value which assigns to 
each link is 1 and the delay bound ~ for every node v(vE 
Sin) is I+E, where ~ is very small positive value, while 
the set of monitoring nodes is equivalent to V. This is to 
say that for any node v(v E ST. ) can and only can be 
aggregated by the itself or by the node u(uE V) satisfy- 
ing (v,u) EE.  

Lemma 1 The simplified form as described as 
upwards is NP-Complete. 

Proof The decision form of problem is: given a 
graph G(V,E) and integer K, does G contains a node set 
S of size at most K, satisfying that for each vertex v(vE 
V) either is in or has a relative node u(uE S) with (v,u) 
EE. 

We 
reducing 

will show this problem is NP-complete by 
the well known NP-complete Problem Vertex 

Cover to it. The vertex cover problem is as follows: giv- 
en Graph G'(V' ,E') and integer K', does G' contains a 
node set S' of size at most K', satisfying that for each 
edge (u', v') E E' at least one of u' and v' belongs to St. 

The class of decision problem which can be checked 
by a non-deterministic Turing machines, so it belongs to 
NP class. 

For the reduction, we create G as follow. For each 
edge (u, v)E ~ add a new vertex named uv and add ed- 
ges (uv,u) and (uv,v). And we have claim: There ex- 
ists a vertex cover in (7 of size K' if and only if there ex- 
ists a node set S of size at most K' in G(V,E), satisfying 
that for each vertex v(vEV) either is in S or has a rela- 
tive node u (u E S) with (v, u) E E. And it' s obvious that 
the reduction can be implemented in polynomial time. 

Because if S ~ is a vertex cover in G' of size K' then 
S' also satisfies that for each vertex v(vEV) either is in 
S or has a relative node u(uES) with (v,u)EE. For a 
vertex of G that is also in G', if the vertex has one edge 
incident on it, then the other end of the edge is in S' if 
the vertex itself is not in S'. For a new vertex uv, we 
know that either u or v is in .3'. Thus for any node v(vE 
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V) in graph G , v E ~  or has a relative node v (vEV)  with 
(v,u) E E. To prove the converse, note that if S is a 
vertex set in G of size K, satisfying that for each vertex v 
( v E V )  either is in S or has a relative node u(uES)  with 
(v,u)E E, then without loss of generality vertexes in S 
are also in G'. If a vertex of form uv is the S, then we 
can remove uv and add u (or v) to S and S still satisfies 
that for each vertex v(vE V) either is in S or has a rela- 
tive node u(uES)  with (v,u). Now note that S is a ver- 
tex cover in G' since for each edge (v,u)6.: E', since for 
node uv we know that either u or v is in S. This com- 
pletes the proof. 

Form Lemma 1, using restriction method, we have 
following theorem. 

Tlasa'm I The problem minimizing the number of 
aggregating nodes in a given network subject to delay 
constraints is NP-hard. 

2 Approximation Algorithm 

It is well-known that the Integer Programming for- 
mulation has an exponential running time in the worst 
case. In this section, we propose a greedy algorithm. 
Our greedy algorithm consists of two steps. In the first 
step our algorithm calculate out the maximum number of 
monitoring nodes satisfying the delay constraint when 
they are assigned to a aggregating node, and the set of 
these monitoring nodes is called candidate monitoring set 
of relative node. In the second step we greedily repeated- 
ly picks an additional aggregating node (based on the 
greedy selection criteria described below) if there are any 
monitoring nodes still present in the network that does 
not have a aggregating node assigned to it. After an 
aggregating node is picked, the algorithm assigns candi- 
date monitoring set to it without violating delay con- 
straint. The repeat will interrupt when all monitoring 
nodes have been assigned, and the approximate aggrega- 
ting node set includes all pickup additional aggregating 
nodes. 

The formal description of candidate monitoring set 
of relative aggregating node is below: 

Given a node v(v6:V) the candidate monitoring set 
of node v, denoted as C(v), satisfy that: C(v)C___Sm, for 
any node u(u6.:C(v)), there is a unique path between v 
and u and Delay(Path(v,u))~tL where 8 is delay toler- 
ance. For any node in graph, we can use Breadth-First 
method to search maximum candidate monitoring set 

of it. 
If we know the maximum candidate monitoring set 

of every node in the monitoring domain, then we can use 
the blow procedure to get approximate aggregating nodes 
set. 

v}) 
Procedure ComputeAggregatorSet (V, E{ C (v) [ v E 

{ 
Step 1 S' . -S , , /*  Initiate the unassigned monito- 

ring node as whole monitoring node set .  / 
Step 2 U ' , - ~ / *  Initiate the aggregating node set 

as emptiness * / 
Step3 while(S:#~ ) { 
Step 4 Pick a node v(vEV) satisfying that maxi- 

mizes ( C( v) f') S) 

Step 5 U~UN{v}  
Step 6 S~-S/C(v) 

} / * End of While * / 
Step 7 return U } / * End of Procedure * / 
Let vl , vz , "" , v., ( ra = [ Sm [ ) be the order in which 

monitoring nodes are covered by above algorithm. Each 
monitoring node vk(v, ES=) is first covered by some set 
Ti in step 4. Suppose that the cost of picking an addition- 
al aggregating nodes is 1, and define the cost of vk, 
denotes cost(v~) as 1/I 1", NSm I. Let the aggregating 
node set computed by the algorithm be U, and the opti- 
mal (minimum) aggregating node set is U ' .  We have 
the following hmma.. 

2 For each i ( l ~ i ~ m ) ,  we have cost(v~) 
~ I U "  [ / (m- - i+ l ) .  

Proot Let c-- { Tn, T~2, ' " ,  T~ } be a minimal sub- 
collection of U" that covers v~, v~+~ , . . . ,  v,~. Let D = 
{vl ,vz , '" ,v , -~} and D'={v, ,v,+l ,  "", v,,}. For vt6 
l~(i<~l~m) let T~ be the first set that contain yr. And 
we define f ( vt ) = l / I T~ j - D -  T~, - T~, . . . . .  T~ _, I. 

Note that ~ f (v l )  = [C[~<[U" [ and so there is 
l m i  

some vtEs  that f(v~)<~lU" [ / ( m - i + l )  . 
Just before the greedy algorithm covers vt, none of 

the sets Ti,, T~,, "", T~ have been picked by the algo- 
rithm, because nodes in f f  are still uncovered. If at this 
stage T~, were chosen, it would assign to node vt with 

cost:cost(vt) = 1/1 T~, - D ] ~ f ( vt ) ~ I U" [ / ( m - i 
+1).  

Since the greedy algorithm chose to pick maximum 
candidate monitoring set and v~ is the next node, so we 
have cost(v~)~cost(vt)~lU" I / ( m - i +  l). 
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' l l t cw~  2 

Using Lemma 2, we have the following theorem. 
IUI~H(m) IU" I, where H(x) 

= 1 / i .  
i - I  

Proof 
rn  

I U l=  ~-~ cost(vi) 
i l l  

rn 

<.1 u" I ~-~,l/(m-i+ 1) 
i - - I  

= H ( m )  I U" I. 
And more, because of 

H(d)<~ f~ (1/x)dx+l=lnd+l, 

we can get 

IUI< H(m)IU" I <(lnm+l)lU" I. 

3 Extension of Model 

Our goal of above model is to minimize the set of ag- 
gregating nodes for a given network topology subject to 
path delay tolerance ~, representing an upper bound on 
the acceptable end-to-end delay along any path from 
source to destination node. This parameter reflects the 
fact that the information carried by aggregating packets 
becomes stale ~ time units after its transmission at 
source. Yet in some situation the synchronization window 
for various receivers is import and we should care about 
the delay variation tolerance. So we import a new param- 
eters: delay variation tolerance r where EE R + . For a 
node in monitoring set Sin, there are two constraints 
on it. 

(i) ~ D(e) ~<~,  where n o d e a ( a E V )  is 
eE Path(a,v) 

relative aggregating node of v(vE Sm ). 
(~ ] ~ D(e)- ~ D(e') I ~ e ,  where 

eE Path(a,v) e'E Path(a,u) 

the node v(vE Sin) and u(uESm) are in the same aggre- 
gating domain dominated by node a(aEV). 

We call the second constraint as delay variation con- 

straint. It seems that we can still use the algorithm 
described in section 2 if we determine the candidate moni- 
toring set which satisfies these two constraints. Unfortu- 
nately below lemma tell us that determine the maximum 
the candidate monitoring set satisfying delay constraint 
and delay variation constraint is NP-hard. The efficient 
algorithm to solve the distributed monitoring model under 
delay constraint and delay variation constraint is our uhe- 

rior focus. 
3 Given a network G(V,E), a aggregating 

node aEV, a monitoring node set S=c_V, an edge delay 
function D: E-,'R + , a delay tolerance ~ and a delay varia- 
tion tolerance ~, the question: Can we determine the 
maximum number of monitoring nodes S(SC_Sm) satis- 
fying that for any node v f: S there is a routing path 
between a and v that satisfy the delay constraint and de- 
lay variation constraint is NP-hard. 

The question can be depicted as: Does there exists a 
tree To = (1/', ,Eo) spanning from a with the nodes in Sm 

nVo satisfying that ~ D(e) <~( V vE &, N Vo ) 
eE Path(a,v) 

and I ~ O(e)- ~,, O(e')l~r 
eE Path(a,u) e',~ Path(a,v) 

AVo), and the I&nVol is maximum. And the deci- 
sion form of problem is: Given an integer k, with net- 
work G(V,E) and monitoring node set S,~ c-V, does 
there exists a tree To--(Vo ,Eo) spanning from a(aEV) 
named aggregating node, satisfying the delay and delay 
variation constraints and IS., NV. ]--k. 

Considering a special case of the problem: Given an 
assured monitoring set M(Mc__S,, ), does there exists a 
tree ~ = (VT, ~ ) spanning from a with the nodes in 
M satisfying that 

~,, D(e)<~d(VvE M) 
eE Path(a,v) 

and 

I 2 O(e)- ~,, 
e6 Path(a, u) e'C- Path(a, v) 

It is called the Delay and Delay variation bounded multi- 
cast Tree problem, which is proved NP-Complete by 
Rouskas G. N. and Baldine L in Ref. 1"9-1. So it's obvi- 
ous that the maximum assignment of monitoring nodes to 
a pickup aggregating node with delay and delay variation 
constraints is NP-Hard. 

4 Summarization 

In this paper, we provide the integer programming 
formulation for finding the minimal set of aggregating 
nodes in a given network subject to bounded delay con- 
straints. We show that this problem is NP-hard and pro- 
pose approximation algorithm using heuristics policy that 
has approximation ratio 1 +In m, where m is the number 
of monitoring nodes in the given graph. And more, with 
analyzing the situation when more subjects such as 
bounded delay variation are imported, we find that the 
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problem the maximum assignment of monitoring nodes to 
a pickup aggregating node with delay and delay variation 
constraints is also NP-Hard. 

Our goal of above model is to minimize the set o[ ag- 
gregating nodes for a given network topology subject to 
path delay and delay variation constraints. Yet in some 
situation the ideal object to obtain the lower bandwidth 
consumption during the aggregating procedure. Our fu- 
ture work is to increase the scope of our problem formu- 
lation by accounting for per-link bandwidth constraints. 

Centralization and distribution need not be seen as 
opposing solutions. Rather, they are two end points on a 
scale with many intermediate points. DepeMing on the 
target system and the required performance the choice o[ 
architecture may vary on this scale. Ideally, the architec- 
ture should dynamically adapt to the user's require- 
ments. Therefore, in the future we hope to adapt our hi- 
erarchical architecture to more general cases. In addition, 
we would also like to consider the situation with regard to 
asymmetric delay. 
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