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Abstract : According to the principle ,  "Tile fai lure data is the basis of software reliabil ity analys is",  we built 
a software reliability expert system (SRES)  by adopting the artificial intel l igence technology.  By reasoning 
out the conclusion from the f itt ing results of failure data of  a software project ,  the SRES can recommend 
users "the most  suitable model" as a software reliability measurement model. We believe that the SRES can 
overcome the inconsistency in applications of software reliability models well. We report invest igation results 
of  s ingularity and parameter est imation methods of  experimental models in SRES. 
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After the software failure data collected in software testing being statistically processed by the soft- 
ware reliability models, the reliability targets like the current reliability and MTTF can be calculated and 
estimated. Moreover, software reliability models can help software development managers to set down the 
targets like the termination time of software testing and the best time for the software production to be re- 
leased. Software reliability models play a chief role in the management of the cost and the rate of progress 
of a software project. 

In the process of using software reliability models, the first problem that users meet is how to select 
model correctly, and the second one is how to estimate the values of the model's parameters. The influence 
of the two problems is often mentioned in external document C13, which will be mainly discussed following. 

1 I n c o n s i s t e n c y  o f  S o f t w a r e  R e l i a b i l i t y  M o d e l s  

it has been more than twenty years since the establishment and the application of software reliability 
fixed quantification estimation models were studied. Today, one of the achievements in the field is that a 
batch of software reliability models E2-63, which can be used in practical projects, have been built. 

Probability pattern of software failure behavior of a specific model, and also limit various ways of de- 
scriptions of every model to the software failure behavior, and various testing and rectifying methods used 
by software developers and checkers. These hypotheses are the rationale of every software reliability mod- 
el. They determine not only every model's accommodation but also the scope and the depth of every 
model's application. 

The problem of inconsistency in evaluation of software reliability mainly contains two sides. First, be- 
cause every software reliability model (SRM) has specific hypothesis (for example, the description of ran- 
dom behavior of software failure), and the random distribution that are often used in mathematical statis- 
tics have all been used by these available models, some results would have been obtained by using correct 
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statistical method in dealing with the data collected during software development (in particular, software 
testing), therefore, choosing different models will lead to different results, which results in the problem of 
inconsistency of software reliability evaluation. Second, in software testing, with the progress of software 
testing, the number of the collected failure data will also increased continuously. At the time of T1 , the 
modelM1 may be selected to evaluate software reliability, but at the time of T2 (T2 > T1, A t  = T2 -- TI ), 

another model M2 or M1 may be selected to evaluate software reliability. Thus, the problem of inconsisten- 
cy in another sense is produced. 

In general, we use ,t(t) to indicate the risk function. ,~(t) is the probability of program failure occur- 
ring per unit time when the program correctly runs to the time of t (in fact, ;t(t) should be probability den- 
sity, the real probability should be A(t)/kt). 

If T indicates the time from 0, from which a program begins to run, to the time of program failure oc- 
curring, the values of T are apparently different for different executions. So it can be concluded that T is a 
continuous random variable. With the result that the formula is. 

~(t)At = Pr{t < T ~ t + z~tlr :> t} 

The formula above describes the relationship between the risk function A(t) and the reliability function 
R( t ) .  The risk function ,t(t) is paid widespread attention to in the study of software reliability. Because 
from the formula above we can know that R(t) can be calculated directly as soon as the expression of ,t(t) 
is available. But in practical work, the relationship between X(t) and t is very complex, so people can not 
get the exact expression of A(t) about t. In current software reliability models, people made kinds of hy- 
potheses about ,t(t) , which leads to the inconsistency of the application of software reliability models theo- 
retically. 

To overcome the harm of inconsistency, we must overcome the willful selection of the SRM (Software 
Reliability Model). That is to say every user tries to select "the most suitable model". The SRES (Soft- 
ware Reliability Expert System-SRES)/7'83 developed by us just helps users to correctly select SRM to e- 
valuate the software system's reliability by correctly offering software failure data of software system ac- 
cording to system's indication under the circumstance that users don't completely understand the SRM. 
The offered software failure data must really and exactly reflect the history and behavior of failure of soft- 
ware system. Because the SRES developed by us follows the unchangeable principle: "Let failure data ex- 
plain everything. " All the inference and judgment that SRES makes must be based on the pre-analysis of 
software failure data offered by users. We choose CLIPS E93 as the development circumstance of SRES. 

As far as the rationale of our SRES is concerned, it is an optimization problem of the pre-analysis of 
software failure data offered by users under the restraint of a group of rules of discrimination between good 
and bad. The optimization process is optimizing the results of fitting the software failure data offered by 
users by means of the specific experimental model, and in the light of the optimized results, "a most suit- 
able model", which can estimate the failure behavior of software system in a specific time of future, can be 
selected. 

2 Experimental Models Library 

When developing SRES, we should build an experimental model library that can be enlarged and has 
many typical experimental models. After long-term study and comparison, finally we selected following 
models as experimental modelsES'7'l~ Weibull Model-WM (incomplete data), Geometric Model-GM 
(special data), Modified GM-MGM (special data), Geometric Poisson Model-GPM (special data), Hyper- 
geometric Distribution Model-HGDM (special data), Goel ~ Okumoto Model-GOM (complete data, in- 
complete data), Yamada ~ Osaki Model-YOM (complete data, incomplete data), Goel Three Parameters 
Model-Goel(3) (complete data, incomplete data), Musa ~ Okumoto Logarithmic Poisson Executing Time 
Model-MOM (complete or incomplete data of executing time), Parameter Adjusting and Three Parameters 
NHPP Model-NHPP3AD (incomplete data), Littlewood's Bayesian Debugging Model-LDM (complete da- 
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ta),  Littlewood ~ Verrall's Linear and Quadratic Growth Models-LVLM (complete data),  and LVQM 
(complete data), Schneidewind Models-SM (special data), Modified SM-MSM(complete data). These fif- 
teen models make up the experimental model library of SRES. Here, complete data mean the failure inter- 
val data, incomplete data mean cumulative failure data. The reason why we make a distinction between 
complete and incomplete data is that SRES should have the ability to identify failure data types automati- 
cally. When realizing some models in experimental models library, we encountered a type of problem 
named singularity. 

3 S i n g u l a r i t y  P r o b l e m  of  C e r t a i n  E x p e r i m e n t a l  M o d e l s  

The system of equations of parameter estimation of Software Reliability Model(SRM ) : 
gi(t,O) = 0, (i = 1 , . ' . ,m)  (1) 

Where, m is the number'of the model's parameters. Due to the incomplete consideration of the problem or 
the limitation of some conditions during the modeling software reliability for a software project, in Eq. (1) 

we probably introduce singularity E14'157. Now we definite the singularity as following: 

Definition If there is a group of numbers that are not zero totally, and, the following equation is 
tenable : 

m 

~____jkigi(t,O) ~--- 0 (2 )  
i = l  

We say that the SRM is singular (m is the number of the model's parameters). 

The singularity of the model originated from the fundamental limit during the course of building the 
model comes from the incompleteness of the certain formulations of the model. Because of existing singu- 
larity there are innumerable parameters 6which satisfy the system of Eq. (1). That is to say we can use in- 

numerable curves to fit the failure data. Then which fitted curve should we select to evaluate and predict 
software reliability? So we must have effective method to deal with this kind of singularity models. 

In our SRES, we have met three singularity models. They are NHPP Three Parameters Model of 
Non-homogeneous Poisson Process (NHPP3AD), Bayesian LV Models, including linear model LVLM and 

quadratic model LVQM. 
3. 1 The Singularity of NHPP3AD 

In the estimation equations of NHPP3AD using incomplete data to find out the model's parameters: 
h 

l ( 1  B ) a - - y m ' C = O  \ 
tm "h a'. B + AC = O^ ^ (3) 

[(tmb B C + B - -  1 ) a + y m ' C +  bAC z = O  
^ ^ 

Where. A = (yi -- yi-1) ~ - /  . . . . .  x--- btc 
i=1, e-b"-'C -- e -bt'c J ' B = e -  

Looking into the three equations in the system of equations above we can find: the third equation is 
the combination sum of the first two equations, which satisfies the definition of singularity. So in fact, on- 

ly the first two equations in this system of equations are valid. Therefore, the system of equations is equiv- 
alent to the system of equations as following: 

^ 

(1^-- B ) a - -  ymC = 0 

tma B 27 AC = 0 (4) 

Now, there are three parameters but only two equations. So its solution is indefinite [14]. 

3.2 The Path Following Method 
To find its solutions, we use path following method El61. Its first two equations can be written as: 
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{fx( a,b, i3)  = 0 

f 2 (a ,b , t~ )  = 0 (5) 

They are equivalent in the following meaning, if (a,  b , r )  is the solution of Eq. (3) ,  it is the solution of 
Eq. (5) ,  and vice-versa. 

Because it has just one degree of freedom, generally, the solution of Eq. (5) is some curves. Assume 

its one solution curve is {a(s),  b( s ) ,  r ( s ) } ,  s E [0, s )  , which is a arc length parameter anda (0 )  = ao, 

b(0) = bo,/3(0) - ro is a known solution, then the solution curve's tangent direction (ao, bo, /9o) at point 

(ao, bo, rio) can be determined by constructing the following system of equations: 

g a o  + + = o 

a f2" , af2; , 3f2"o (6) 
yao  5 . 0 = 0  

"2 "2 "2 __ [ a o + b o + r o - -  1 

After ao, bo, /~o being obtained, select a proper step l eng th /ks  and predict.. 

{ a ~ = ao + / k s  �9 ao, 

i b = bo + / k s  �9 bo, 

= ro + A s .  

We can get the initial approximation of the next point's coordinates on the solution curve, and then use 
Newton's method to find the solutions of extension system 

t 
f l ( a l , b l , r x )  = 0 

f 2 ( a l , b l , r l )  = 0 ( 7 )  

( a l -  ao)ao q- ( b l -  bo)bo + ( 5 1 -  ro) /~o ~ - / k S  

Taking its solution al,bl,/~l as the next point 's coordinates on the solution curve and ( a l , b l , r l  ) as the 

new starting point,  we can work out all the points on the solution curve by doing so extensively. 

In the process of deriving algorithm above, we assumed that we knew an initial solution ( ao,bo,ro ) ,  

but because extension system of Eq. (7) is well posed, the assumption is unnecessary in fact. For most ar- 

bitrary point ( a o , b o , r o ) ,  Newton's  iterative process to find the solutions of equation (7) all can well 

converge on one solution ( ao,bo,ro ) of equation (5) which is regarded as genuine starting point for ex- 

tending. 
In practical problems, the accumulative failure data we used are listed in Table 1. They are collected 

in testing phrase when we developed the software WPADT. 
Table 1 Accumulative Failure Data: D. inc 

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

t ( i )  0 2 3 7 8 9 10 11 18 21 33 35 37 44 45 

y ( i )  0 4 5 7 8 14 17 28 29 30 31 33 41 46 48 

i 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 

t ( i )  47 48 49 50 51 52 53 55 56 57 63 76 83 91 106 

y ( i )  50 53 56 59 64 67 68 69 71 74" 76 78 79 80 81 

Taking the data from i = 0 to i = 26 ,  using path following method,  we can get a group of parameter 
estimation values as following. They are listed in Table 2, where, 

Fmax = max( [ f  l (a ,b , f l )  [ , [ f  z (a ,b , f l )  [ ) 

We can find out (a ,  b, /9) in Table 2 are all the solutions of Eq. (5). 
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Table 2 Parameter Estimation Values 
A A A 
a b fl F.~x 

70.7973193841682900 

84.0469163682510800 

87.0468251562265000 

93.0466427579045800 

102.0463692072263000 

108.0461868619497000 

120.0458222059607000 

123.0457310472698000 

0.0223293392111892 

0.0188092249910214 

0.0181609996336428 

0.0169899451814203 

0.0154915591025266 

0. a146313109762203 

0.0131687823091156 

0.0128477221136968 

0.4481236104565089 

0.3448408900076743 

0.3214561228262518 

0.2746865882623570 

0.2045322860529145 

0.1577627510760219 

0.0642236808528039 

020408389132556379 

0.7815970093361D-13 

0.7518430322762D-12 

0.9177103521552D-12 

0.7833733661755D-12 

0.8579803534303D-12 

0.9070522111188D-12 

0.6661338147751D-14 

0.9263700917472D-12 

The problem's solution curve is shown in Fig. 1. In practical working process we used the character : 

a(y (n ) ) ,  to reduced the scope of extending,  and omitted much unnecessary calculating. 

It can be found out from the results above that  
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Fig. 1 Solution Curve of the Problem 
b(a) is the solution curve of b to a, 

fl(a) is the solution of fl to a 

by means of path following method we not only succes- 

sively solved the singularity problem of maximum likeli- 

hood system of equations,  that  is to say,  replaced the 

former ill posed problem with a well posed problem, 

thus by fewer several i teration it can reach exact solution 

which can't  be reached before, but also get all probably 

solutions of parameter estimation equation. The short- 

coming of path following method is that  there are nu- 

merous calculations in the parameter estimation process. 

For overcoming i t ,  we introduce the so-called ML-fi t-  

ring algorithm. 

3 . 3  M L - f i t t i n g  A l g o r i t h m  

Because of no in A,  B ,  C , and there are existing the relationship of : 0 ~ B ~ 1, C :# 0 , we can make 

equivalent t ransformations,  and get .  

t tmymB @ (1 - B ) A  = 0 (8) 
A ymC 
a 1 -- B -- 0 (9) 

h h A h h 
Notice that  A,  B a r e  all the functions of b ,  /3 , if we let:  x = b C = (1 -- /3)b , then the system of Eq. 

(3) can be converted to formal one-variable equation to x :  

ti_le_xti_ 1 -- tie-Xt~ 
f l ( x )  = tmyme -~''  -~- (1 --  e -zt'~) �9 (Yi -- YI-1) e_~ti_ 1 _ e_Xt ' (10) 

i ~ l  

According to the actual background it can be known that  x E (0, 1) . So we can firstly find the root x of 
h h h h h 

Eq. (10) ,  then for a rb i t ra ry /3E (0,1)  , find out .  b = x / (1  - - /3 ) ,  then according to .  a = y,~(1 - fl)/[-1 
h 

- -  e-X'ing, we can find out a .  Finally we regard the defined fitting rate as the constraint  of the optimizing 

process, let:  G~ ^ ^ = [1 -- e-X'm~ , to make the following optimizing process and find out :  , b , f l  

h h h 
G;,b,a--  min {G(a ,b , /3 )}  (11) 

A A ^ 
(a ,b , f l )  

to satisfy 0 = (a,b,f l)  of Eq. (11) ,  and regard it as the parameter value to find. We define the algori thm 

above as maximum likelihood-fitting algorithm Els2. 

For the method of how to find out the solution x discussed above, we can adopt method of interval 
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0. 618. That is to divide the interval [ 0 , 1 ]  into p iength-equaI subintervals: 

(ai_l,ai), i = 1 , 2 , " ' , p , a 0  = 0,ap = 1 
When p is large enough, in every subinterval there is only one root at most that makes f l ( x )  = 0 .  

Assume: there is one root in the subinterval [g ,  hl , that has roots. Method of interval 0. 618 is  to 

take c = g + 0. 382(h -- g ) ,  d = g + 0. 618(h -- g)  as the division points of Eg, hl �9 
If If(c) [ < I ( f (d )  [ , the root is in f-g1 ,hi-1 = Eg,d~ , the former point c in Egl ,hl-] is the right divi- 

sion point d~ in the new subinterval ; 

If ( I f (c )  I > [ ( f ( d )  ] , the root is in [-g~ ,h~-I = [ c , h ~ ,  the former point d in [-g~ ,hl-] is the left divi- 

sion point C~ in the new subinterval; 

Repeat, until lf(ci) 1% s or If (di )  t < s or hl --  gi % s 

Select p is large enough, we can avoid the condition which make the method of interval 0. 618 ineffec- 

tive. The parameter values found by maximum likelihood-fitting algorithm: 
A A A 

a =  58. 59744, b =  O. 03342608, /?= 0. 348500. 
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