
Geo-spatial Information 

Science (Quarterly) 

Volume 6, Issue 4, Page 66-72 

December 2003 

An Effective Concept Extraction Method for 
Improving Text Classification Performance 

ZHANG Yuntao GONG Ling WANGYongcheng YIN Zhonghang 

1 Introduction 
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A B S T R A C T  This paper presents a 

new way to extract concept that can be 

used to improve text classification per- 

formance (precision and recall). The 

computational measure will be divided 

into two layers. The bot tom layer 

called document layer is concerned 

with extracting the concepts of parti- 

cular document and the upper layer 

called category layer is with finding 

the description and subject concepts of 

particular category. The relevant im- 

plementation algorithm that dramatic- 

ally decreases the search space is dis- 

cussed in detail. The experiment based 

on real-world data collected from lnfo- 

Bank shows that the approach is supe- 

rior to the traditional ones. 

With the widespread and increasing ava i lab i l i t y  of text 

documents in electronic form, it becomes more cr i t ical  to 

use automatic methods to analyze, organize and man- 

age text documents. The huge scale and unstructured 

nature of electronic text cause an information overload 

for users. Therefore, automatic text c lassi f icat ion i sbe-  

coming a hot research field. The automatic text classif i-  

cation based on their contents refers to the task of auto- 

mat ical ly  assignments text documents (hereafter shortly 

document) into one or more predefined categories. It can 

be considered as the form of text mining in the sense that 

it abstracts the key contents of free-text documents into 

a single category label u3. The automatic c lassi f icat ion 

of documents wil l help users to priorit ize the relevance of 

documents to the user ' s  needs. The concept-based ap- 

proach is the hotspot in the field of automatic text classi- 

f ication. However, the topic concept extract ion from text 

or part icular category is a diff icult task because the nat- 

ural language is ambiguous and inaccurate. 

2 Concept representation of text and category 

The text can be treated as "bag of words" or "set of 

words". However, many words in text are non-informa- 

tive. A document contains one or several conceptual top- 

ics (or cal led topic concept, hereafter shortly concept). 

It can be seen that concept can be represented by a 

group (combinat ion) of part icular meaning items of some 
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character ist ic terms. (Hereafter,  the charac- 

teristic term implies the part icular concept, 

rather than a common word or a phrase). The 

document can be identif ied by a set of char- 

acterist ic terms. Furthermore, there are syn- 

onymous, near synonymous, polysemous or 

associat ive relat ionships among these char- 

acterist ic terms representing a part icular con- 

cept. It is said that one part icular concept 

can be relevant to several character ist ic  

terms. Moreover, a mult iplex concept con- 

sists of simple concepts. A concept expresses 

more concrete and accurate meanings than 

keywords do. Fewer features are required to 

represent a text document as a set of con- 

cepts, rather than as a set of words. 

Similar ly,  category can be identif ied by a 

set of concepts (or  corresponding groups of 

character ist ic terms) as well. Text c lassi f ica- 

tion usually focuses on topic concepts. Obvi- 

ously, the set of character ist ic terms identif- 

ying category is not simply conjunction of a 

series of sets of character ist ic terms identif- 

ying document within part icular category. The 

documents wil l  be classif ied into category 

that contains the same or similar topics of 

document. We consider it as text c lassi f ica- 

tion based on concepts. 

Concept extract ion is the key technique of 

text c lassi f icat ion based on concepts. In this 

research, the concepts defined as a set of 

measurable patterns are used to discover the 

relationship between part icular document and 

part icular class. A set of concepts is extrac- 

ted from the input documents ( t ra in ing cor- 

pus). 

In the approach presented in this paper, the 

computational measure is considered as two 

layers, The bottom layer (ca l led  document 

layer) is concerned with extract ing the con- 

cepts of part icular document and the upper 

layer (ca l led  category layer)  is concerned 

with finding the description and subject con- 

cepts of part icular category. 

The document layer extracts the character is- 

tic terms representing concept. In other 

words, the step wi l l  delete the non-informa- 

tive terms from the feature space of docu- 

ment. The object ives of document layer are 

twofold. One is to prevent the over-f i t t ing. 

Classif iers which over-f i t  the training data 

tend to be extremely good at c lassi fy ing the 

data they has been trained on, but are re- 

markably worse in c lassi fy ing other data [2J. 

Another is to reduce the cost of ca lculat ion 

when the unseen test document is c lassi f ied 

into the predict ive category. The character is- 

tic terms represent the associat ion relat ion- 

ship between part icular  group of character is- 

tic terms (or cal led character is t ic  term chain) 

and part icular  category. The category layer 

is used to find the combinat ion relat ionship 

among the character is t ic  terms. 

3 Concept extraction in document 

In document, the high-frequency words are 

more important to represent the content than 

low-frequency words. However, some high- 

frequency words have low content discrimi- 

nating power such as preposit ions, conjunc- 

t ions, ar t ic les and pronouns. These high-fre- 

quency words are non-contextuaf words oc- 

curring in the text. They do not direct ly con- 

tr ibute to the content. Therefore, they are lis- 

ted in the stop-l ist.  It is clear that those words 

appearing in the stop-l ist wi l l  be deleted from 

the set of character is t ic  words before concept 

extract ion. The preprocessing step is neces- 

sary for Chinese as well as Engl ish.  

For Chinese, another preprocessing step is 

to change all of s ingle-byte characters into 

double-byte ones. However, another step of 

preprocessing English document is stemming. 

By stemming, each word wil l  be regarded as 

word-stem form in document. For example,  

"deve lopmen t " ,  " developed"  and "deve lo -  

ping" wil l  be all treated as "deve lop" .  Simi- 

larly to the stop- l is t ,  stemming reduces the a- 

mount of dimensions and enhances the rele- 

vancy between word and document or catego- 

ry. Therefore, the described method sums up 
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the number of times that term appears as it- 

self or its morphological derivat ions when we 

calculate the weight of character ist ic term re- 

presenting topic concept within a part icular 

document. 

There are several important relationships 

among concepts represented by character ist ic 

terms. For compromising the advantage and 

d isadvantage of concept cluster, the synony- 

mous terms and near-synonymous terms are 

preprocessed. All of them will be considered 

as a term when the concept is extracted from 

document. 

The individual character ist ic term used to 

represent topic concept is informative. The 

weight of character ist ic term representing 

topic concept within a part icular document is 

based on the relevancy between term and the 

topic concept of document which the term oc- 

curs in. It is proposed to extract  characteris- 

tic term according to its contribution to topic 

concept of document. The chosen characteris- 

tic terms within a document have a contribu- 

tion that exceeds the minimum contribution 

threshold. The threshold can be preset and 

adjusted. 

We introduce the average frequency infor- 

mation, position information and length of 

terms in weighting equation. The equation is 

W (t~ ,dj  ) = (N( t~  ,dj  ) +A)log2 N ( c o r p u s  ) 
N ( d  l t~) 

N ( t  i ,d ,  ) 
L ( t , )  N ( a l l  ,dj) 

(0.4 +0.6 X MAX(dj)) N~/;s;~oTp-us) 
N ( all ,corpus ) 

(1) 
where W ( t ~ , d j )  denotes the weight of term t~ in 

t e x t d j ;  N ( t l , d j ) ,  the number term t, in text 

dj ; N(corpus), the total number of texts in the 

corpus; N ( d  [ t~), the number of texts contai- 

ning term ti in the corpus; L(t~), the length of 

term t, ~ M A X ( d j ) ,  the maximum length of 

term in text dj~ N(a l l ,  d j ) ,  the total number 

of terms in text d j ;  N(h,corpus), the number 

of the term ti in the corpus; N(al l ,  corpus), the 

total number of terms in the corpus and A de- 

notes the adjustment value of term t~ accord- 

ing its position in text dj. We estimate the ad- 

justment value by experiments. The correla- 

tion between adjustment value and its posi- 

tion in text is listed in Table 1 wheren denotes 

the number of term t~ in corresponding posi- 

tion. The adjustment v a l u e A o f  terror, equals 

to the sum of adjustment values in all posi- 

tions. 

Table 1 Correlation between position and adjustment value 

T e r m  position Adjus tmen t  value 

Tit le  n X 4 

Abstract n X 2 

Subtitle n X 1 

Reference n X 1 

Other  0 

The weights of all terms in text are calculat- 

ed by Eq. (1) .  The terms whose weight are 

greater than threshold are chosen as charac- 

teristic terms representing topic concept in 

the text. It is observed that a text document 

usually contains only one or several topic con- 

cepts that can be represented by a small num- 

ber of characterist ic terms. It will be used to 

explain the surprising phenomenon appearing 

in Lewis 's  experiment :3~ where the small num- 

ber of features is optimal and classif ication 

effectiveness drops off when a very large fea- 

ture set is used. The words associating weak- 

ly with top concepts are harmful for the text 

classif ication when it is weighted at the fea- 

ture computation. By experiment, we have 

found that the suitable number of characteris- 

tic terms extracted is between 15 and 20. 

4 Concept extraction among categories 

The most important step for the text classifi- 

cat is to extract  concepts within a part icular 

category. Each text is viewed as a transac- 

t ion, while a set of characterist ic terms in the 

text will be considered as a set of items in the 

transaction E4-j. The category of document is 

considered as attr ibute of document. The cat- 

egory of document is processed as item in the 

presented mining association algorithm. Con- 

sequently, the mining of multi-dimensional a s -  
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sociation rules is transformed into the mining 

of single-dimensional association rule. 

When the number of the character ist ic terms 

within a part icular category isGk , the number 

of all combinations of character ist ic terms 

chains is2 G~ - - 1 .  It will cost a great expense 

and is infeasible to investigate all the combi- 

nations of character ist ic terms. Therefore, we 

design a novel algorithm to reduce the search 

space. 

The presented algorithm is different from 

Apriori algorithm which is an influential algo- 

rithm for mining frequent itemsets for Boolean 

association rules. However, we think that the 

anti-monotone used in Apriori algorithm is be- 

nefitial to solve the problem. Anti-monotone 

means that all of its supersets will fail to pass 

the same test as well when a set cannot pass 

a test iS. We use variat ion of anti-monotone 

property to prune the search space. In other 

words, if a set pass a test, all of its subsets 

will pass the same test as well. 

The following procedure shows the pseud- 

ocode for the algorithm extract ing concepts 

by the candidate groups of character ist ic 

terms obtained from the texts of a part icular 

category. 

A l g o r i t h m :  concept extract ion based on can- 

didate groups of character ist ic terms for des- 

ignated category 

Input: formatted transact ions set containing 

character ist ic terms and category of docu- 

ment (computed by Eq. 1 ) ,  minimum confi- 

dence threshold Td 

Output: groups of character ist ic terms repre- 

senting different concepts 

Method : 

1) for ( k  = 1; k = CNI k @ )  { /-x- Ct. is the 

category~ k is between 1- CN, CN is the to- 

tal number of different categories * / 

2) Ca = qb ; / /  Ca is the set of groups of char- 

acterist ic terms for category Ck 

3) G~ =obta in_set_of_dist inct_character is t ic_ 

term_group_and_count ( Ck ) 

4) (7. =obtain_set_of_al l_character is t ic_term( 

G ) ;  

5) for ( p  = 1~ p = M~ p-H-) { / .  M i s  the 

maximum length of group character ist ic  

term among Gk * / 

6) D~ = ~ ~ / *  D,k is the set of groups of 

character ist ic terms containing p charac- 

terist ic terms for category Ck * / 

7) Ca = o b t a i n  p-character ist ic-term (Co,  p ,  

8) } 

9) Ca = Ca UGk ; / *  the reminder groups of 

character ist ic terms of Gk is confidence 

groups of character ist ic  terms according to 

the definit ion of group of character ist ic  

terms because the documents with same 

group of character ist ic terms will be classi- 

fied into same category. * / 

10) } 

11) return all Ca, k E- 1 ~ CN ; 

procedure obta in_p-character is t ic - term 

( C . ,  p ,  G~) ; 

12) if p ~ 1  then 

13) for each c E Ca 

14) if conf idence_conf i rm(c,  Ck, Ta )' then { 

15) Ca = C,, U c ; / /  add c into set of charac- 

terist ic terms for category Ck 

16) Co = Co - - c  ~ / /  prune step 

17) Gd =subse t  (Gk,  c )  ; / *  f inding groups 

of character ist ic terms containing charac- 

terist ic term c among Gk * /  

18) Gk = Gk --G~ ~ / /  prune step 

19) else D~ = D~ U c 

20) else for each dl E D,-1, k 

21) for each d2 E Dr l ,  k 

22) if ( d~El]  = d2[1])  A (d, E2] = d2E2]) A 

" ' "  A (dl  EP - 1] = d2 Ep - 1-[ ) then { 

23) q = d, join d2 ~ / /  generate cand idate  

group of character ist ic terms 

24) Ge =subse t  (Gk ,  q )  ; / *  f inding groups 

of character ist ic  terms containing q * / 

25) if Ga ~ �9 then 

26) if confidence_confirm ( q )  then { 

27) Ca = Ca U q ~ / /  add q into set of charac- 

terist ic terms for category Ck 

28) Gk = Gk - - G j  ; / /  prune step 

29) } 

30) e l seD~  = D ~  U q ;  
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31) } 

32) return to C~ ; 

33) procedure obtain_set of al l_character is-  

t i c_ te rm( (7 , )  

34) G~ = #; //G,~ is the set of set of character- 

istic terms representing concept of a text 

35) for 'r d ~ G~ 

36) O~ : G~ U d 

procedure conf idence_conf i rm ( c ,  Ck, 

T~) 
37 confidence ( c,Ck ) = number_ o f_  docu- 

ments_containing_c among_Ck/number_of 

_documents containing_c_among_corpus 

38) if confidence( c, Ck) > Ta then 

39) return to true 

40) else return to false 

The main idea is described as follows. 

O The sub-concepts appearing in the text may 

not be the topic concept of the corresponding 

category, while the topic concepts of the catego- 

ry appear in some texts without failure. 

(~) Some concepts appearing in the texts are 

not the essential concepts of the part icular 

category,  but the combination of them is. 

The main steps in the algorithm are: 

(~) Obtain the set of all character ist ic terms 

representing concepts appearing in the texts 

of the part icular category (referr ing to 3) in 

algori thm). 

(D Obtain the set of the character ist ic terms 

representing topic concepts in the text cate- 

gory independently (referring to 4) and 33)). 

@ Obtain the individual character ist ic terms 

representing concepts independently (refer- 

ring to 12)) and the combination of character- 

istic terms (referring to 20)) .  The key is to 

prune the different permutations of character- 

istic terms (referring to 16)) and to generate 

the candidate combination of characterist ic 

terms (referring to 22)). 

Based on the algorithm, the inner relationship of 

the individual documents will emerge and the 

subjects of categories be found. The word de- 

scription of a concept may vary, but the charac- 

teristics of concept are fixed :< . Characteristic 

terms can be used to represent the topics. 

The confidence and support of characteristic 

terms are the dominant measure for text classifi- 

cation. Each measure can be associated with a 

threshold that can be adjusted by user aiming at 

different types of documents corpus. We specify 

the dominant measure as follows. 

dora(w; ,c.,) = f ( conf (wj  ,c.,), sup(wj))  

= / 1  ((conf(wj,c~) ~ threshold) A (sup(wj) ~ threshold)) (2) 

0 ((conf(wj,c=) < threshold) A (sup(w;) < threshold)) 

where conf( w~, c,, ) is the confidence of charac- documents classif ied into category c,~. 

teristic wordw~ on peculiar category c,,, ; sup(wj) Recall on the part icular category c,,, is the 

is the support of characteristic word % .  percentage Assign (c, . ,  c,, ) divided by 

S(c., ): 

5 Experiments and performance recal l (cm) = Ass ign (c , , , , cm)  (4 )  

evaluation S(c,~) 
where S(c.~) represents the total number of docu- 

The precision on the part icular category c,~ is merits that should be within the category c,,. 

the percentage of the number of correctly The experiment is based on real-world data col- 

classif ied documents among category c,. divid- lected from InfoBank, the biggest Chinese infor- 

ed by the total number of documents among mation base. The taxonomy in the base includes 

category c,,, : three layers and 196 categories. In the experi- 

ment, we compare the performance of classifica- 
precision(c.,) = Assign(c,~,c.,) (3) 

N(all,c~) tion using the concept extraction with that with- 

where Ass ign(c  .... c,, ) represents the number out using the concept extraction. 

of correctly classif ied documents among cate- Experts can decide which documents are rel- 

goryc,~; N ( a l l ,  c, ,)  represents the number of evant to each topic and we assume that the 
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experts '  judgments are correct. The sample 

set is divided into training and testing set. By 

selecting the 186 out of total of 196 categories 

that contain at least one training and one tes- 

ting texts,  there are 129 903 training texts and 

6 152 testing documents. 

In the experiment the most commonly used 

performance measure, namely precision, re- 

call and F~ are adopted. HereF~ isa  harmonic 

average of precision and recal l .  

F~ = 2 X precision X recall (5) 
precision -I- recall 

We compute the macro-average and micro-av- 

erage to evaluate the performance across cate- 

gories. The macro-average precision (similarly 

for recall and F, ) is obtained from the calcula- 

tion of the precision for each category, and then 

their average. The micro-average is obtained by 

calculating the precision and recall of all catego- 

ries. The macro average gives equal weight to 

categories, while the micro average gives the e- 

qual weight to the individual texts ~61, The preci- 

sion, recall andF~ in the open test (unseen texts) 

are shown in Table 2. 

Table 2 Performance compar ison /% 

Macro-average Micro-average 

Without concept With concept Without concept With concept 
extraction extraction extraction extraction 

Recall 89.73 92.52 90.15 93.69 

Precision 81.22 85.76 81.14 86.27 

F1 85.26 89.01 85.41 89.82 

From the comparative results, the classification 

approach using the concept extraction improves 

both precision and recall. Unfortunately, it is ob- 
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Fig. 1 Detai led micro-average recall  

After the sample data are analyzed, we have 

found that the categories with worse performance 

usually contain less training set. We believe that 

the performance will be further improved for ex- 

tended magnitude of the training text. 

6 Conclusions 

The character ist ic term chains representing 

served that the performance of several categories 

is worse, for example, the detailed micro aver- 

age recall shown in Fig. 1. 

t '-,I 

topic concepts of document or category can 

be generated in the way. The conceptual term 

chains have semantic s igni f icance for text 

c lassi f icat ion. 

The concept ext ract ion for text c lass i f icat ion 

improves the c lassi f icat ion accuracy and pro- 

duces a good predict ion performance for test 

corpus because the presented approach de- 

creases the dimensional i ty  of the feature 
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space  for the tex t  c l a s s i f i c a t i o n .  The resul t  of 

e x p e r i m e n t  d e m o n s t r a t e s  the v a l i d i t y  of th is  

app roach  and co r respond ing  a lgor i thm.  More- 

ove r ,  th is  concep t  e x t r a c t i o n  approach  is lan-  

guage  i ndependen t  and doma in  i ndependen t  

for tex t  c l a s s i f i c a t i o n ,  
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