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Abstract 

The competition among a finite nnnaber of  finns who must transport the fixed volume of traffic over a prescribed planning 
horizon is considered on a congested transportation network with one origin-destination pair connected by parallel routes. It 
is assumed that each firm attempts to minimize individual transportation cost by malting a sequence of simultaneous deci- 
sions of  departure time, route, and departure flow rate based on the trade-off between arc traversal time and schedule delay 
penalty. The model is formulated as an N-person nonzero-sum discrete-time dynamic game. A Cournot-Nash network equi- 
librium is defined under the open-loep information structure. Optimality conditions are derived using the Kuhn-Tucker the- 
orem and given economic interpretation as a dynamic game theoretic generalization of Wardrop's second principle which 
requires equilibration of certain marginal costs. A computatinnal algorithm based on the augmented Lagrangian method and 
the gradient method is proposed and a numerical example is provided. Future extensions of  the model and the algorithm are 
aIso discussed. 
Koywords: eournot-nash game, traffic equilibria, traffic asssignment, lagrangian method 

1. Introduction 

The aim of  this paper is to apply dynamic noncooperative 
game theory (Basar and Olsder, 1982) to the prediction of  
Cournot-Nash equilibria on a congested transportation net- 

work. The dynamic game considered here is a simple 
dynamic extension of  the noncooperative game in Haurie 
and Marcotte (1985). The extension is simple in that the 
network has only one origin-destination pair connected by a 
fmite number of  parallel routes. The extension is dynamic 
in that the players have an additional dimension of  choice, 
that is, departure time choice. 

Our dynamic game is also closely related to dynamic sys- 
tem optimal traffic assignment models in the work of  Mer- 
chant and Nemhauser (1978), Wie (1988), and Friesz, 
Luque, Tobin, and Wie (1989). However, there are two 
major differences: [1] those models assume that a single 
player (e.g., a central lraffic controller) wants to minimize 
the total network transportation cost, and [2] they assume 
that network users have no departure time choice. The 
model presented in this paper is a discrete time version of  
the open-loop differential game in the work of  Wie (1993). 

This paper focuses more on development of  a solution algo- 
rithm and analysis of  numerical results. 

The dynamic game considered in this paper corresponds 
to several different situations. For example, automated 
lu'ghways will be built in the 21st century and in-vehicle 
dynamic route guidance systems will revolutionize ancient 
tasks of  navigation by providing drivers with optimal rout- 
ing information. Suppose a finite number of  private com- 
munication firms sell route guidance services to customers 
who are equipped with in-vehicle navigation systems. In 
such a situation, these firms compete with each other to 

minimize their customers' travel times and an equilibrium 
will be reached when no firm can do better by unilaterally 
changing their route guidances. Another corresponding sit- 
uation may be found at a congested airport. Suppose 
finite number of  airlines serve a common airport and each 
airline has the limited number of  landing slots. In the case 
where no price competition prevails, airlines may compete 
with each other to maximize their profits by changing 
departure times. An equilibrium will be reached when no 
airline can do better by unilaterally changing departure 
times. 
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This paper is organized as follows. In Section 2, the 
model is formulated as an N-person nonzero-sum discrete- 
time dynamic game under the open-loop information struc- 
awe. In Section 3, the necessary and sufficient conditions 
for an equilibrium solution are derived using the Kuhn- 
Tucker theorem. In Section 4, economic interpretation is 

provided for the optimality conditions as a dynamic game 
theoretic generalization of  Wardrop's second principle 

0Nardrop, 1952) which requires equilibration of  marginal 
costs. In Section 5, a computation algorithm is proposed 
and a numerical example is presented. The paper concludes 
with a discussion on future extensions of  the model and the 
algorithm. 

2. Model Formulation 

Consider a Wansportation network with one origin-desti- 
nation pair connected by parallel arcs. We assume that a 
finite number of  ~ransportation firms compete on tiffs net- 
work for sending flows (e.g., automobiles, trucks, aircrafts, 
petroleum products, etc.) and attempt to minimize their 
individual transportation costs over a prescribed time inter- 
val [0,T]. We also assume that each firm must transport the 
fixed volume of  traffic to the destination by the terminal 
time T. Each farm has a most desired time o f  arrival at the 

destination and wishes to reduce the total penalty associated 
with schedule delays (i.e., differences between desired 
arrival time and actual arrival time). 

The entire time interval is divided into (K+I) discrete 
time periods of  uniformly small length and the index k will 
be used to denote a time period. To ensure dimensional con- 
sistencies throughout the paper, the length of  each time 
period is assumed to be unity. Let A denote the set of  ares 
which will be interchangeably called mutes or paths herein- 
after. Also, let I= ( 1 ...... N} denote the set of  firms or players 
and let (1/i) denote the set of  players except a player indexed 

by i. It should be noted that flow rate is defined as traffic 
volume per unit time (e.g., vehicles per minute) and all flow 

variables are taken to be continuous in the present analysis. 
We shall employ the following notation: 

u~,(k) = the decision o f  player i on arc a in period k 
denoting the rate of  flow that player i 
dispatches onto arc a in period k 

u,,(k) = [u'~(k): i ~ / ]  
[u',(k) : aE A, k=O ..... K - l ]  U 

i u = [uJ,(k): a e A ,  k=O ..... K - l , j e  I] 
xZk)  = the volume of  aggregate traffic on arc a in period k 

x =  [x~(k): a ~ A , k  = O ..... KI 
g~[x~(k)] =the rate of  aggregate flow exiting from arc a 

in period k 

c~[x~(k), u~(k)] --the unit arc tmversal cost perceived by 
player i if entrance to arc a occurs in 
period k 

(p'~[x,(k),u~(k),k] =the  unit schedule delay penalty 
perceived by player i entrance to 
arc a occurs in period k 

Q~K = the cumulative volume of traffic that player i 
would have dispatched from the origin 
during the time interval [0,T] 

The problem of  determining Cournot-Nash equilibria on 
a congested transportation network is formulated as an N- 
person nonzero-sum discrete-time dynamic game as fol- 
lows: for each i c  I ,  

K - I  
i i i - i  

{[c~(k), uo(k)]+ .J (x,u,u )= E E <(k) 
k=OaeA 

r u,(k),k] } (1) 

subject to 

N 

x , (k+ 1) = x, (k)+ ~d~(k ) -g~[x , (k ) ]  (2) 

V a ~ A , k = O  ..... K - 1  

K - I  

o":= Z Z (3) 
k=Oa~.A 

i > u , (k)_O V a ~  A , k=O ..... K - I  (4) 

x~(k)>O V aE A, k=O ..... K (5) 

(6) o> 
x~(0) =x~_  0 V a ~ A  

where u -~ is treated as fixed. 
The sum of ci.[x.(k),u~(k)] and dj.[x.(k),u.(k),k] rep- 

resents the unit generalized transportation cost perceived by 
player i i f  entrance to arc a occurs in period k. The value 
of  the objective function f (x, u i, u ~) thus represents the 
total generalized transportation cost of  player i who sends 
flows from the origin to the destination over the time inter- 
val [0,TI. It implies that simultaneous decisions of  departure 
time, mute, and departure flow rate of  player i are based on 
the trade-off between arc traversal time and schedule delay 
penalty. We assume that the arc tmversal cost functions 
ci~[xZk), u,(k)] are convex, continuously differentiable, 
nondecreasing, and positive for all x~(k)>_O and 
u~(k) >0.  We also assume that the schedule delay penalty 
fimctions 0r u~(k), k] are convex, continuously dif- 
ferentiable, and nonnegative for all x~( k ) >- 0 and u~( k ) >- 0 . 

The evolution of  the state of  each arc is described by non- 
linear difference equation (2) with initial condition (6). In 
order to represent the congestion phenomenon, the arc exit 
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flow functions g~[xo(k)] are assumed to be concave, con- 
finuonsly differentiable, nondecreasing, and nonnegative 
for all x~(k)>_O withthe restricfionthat g~(0) = 0 for all 
a a e A.  Because of  this assumption, we do not have to 
subsequently consider the state nolmegativity consWaints 
(5) in analyzing the dynamic game formulated above. In 
fact, the analysis is considerably simplified by this assump- 

tion. The isoperimetric constraint (3) ensures that each 
player must dispatch the fixed volume of  traffic from the 
origin by the terminal time T. We assume that T is large 
enough for all players to complete their transportation tasks 
during the lime interval [0,/]. It should be noted that the 
value of  QSr is predetermined for each player and the inter- 

est rate is neglected. In the remainder of  the paper, a N-person 
nonzero-sum discrete-time dynamic game formulated in 

equations (1)-(6) will be refered to as the dynamic game G. 
We now specify the information structure of  the dynamic 

game G. In this paper, we consider only one type of  infor- 
mation structure which simplifies the analysis considerably. 

Definition 1 
i The set 7/= {tL(k):aeA, ieLk=O ..... K}  is called 

the information structure of  the dynamic game g. The infor- 
mation ~ is said to be open loop if r/~,(k) = [k,x~(0)] 

for all a �9 A , i ~  1, and k= 0 ..... K .  

Under the open-loop information structure of  Definition 
1, we also introduce the following notation: 

i ~)~[rL(k)] --the strategy of  player t on arc a in period k 
[~,[r/ ,(k)]:a ~ A , k  = 0 ..... K -  1] 

/4 --the set of  admissible strategies for player i 

A strategy of  player i is here referred to as a rule for deter- 
mining the decision variable E,(k) when the information 

available to player i in period k is [k,x~(O)]. 

When no binding agreement can be made among the 
players, the noncooperative Cournot-Nash equilibrimn 

solution concept appears to be a reasonable mood of  play 
for the dynamic game G .  

Definition 2 
An N-tuple of  strategies Q)*, N* ,* ... . . . .  7 ) , w i t h  7 e / 4  

for each i �9 [ ,  is said to constitute an open-loop Coumot- 
Nash equilibrium solution for the dynamic game G with the 
information structure of  Definition 1, i f  the inequalities 

i t* N* ~ i 1" (i l)* i ( i§  N .  
J ( Y  ........ ]/ ) - J ( ~ "  ..... Y ,Y,~ '  ..... 7" )(7) 

are satisfied for all ~ ~ / 4  and i e I .  
The Coumot-Nash slrategy has the property that if all but 

one player use their Cournot-Nash slrategies, the deviating 

player cannot reduce the value of  d~(x, u i, u-S). In other 

words, the Coumot-Nash equilibrimn strategy is the opti- 
mal sWategy for each of  the players provided that all of  the 
other players continue to use their Cournot-Nash strategies. 

3. Derivation of Optimality Condit ions 

In this section, we derive the Kulm-Tucker necessary 
conditions which a Coumot-Nash equilibrium solution of  
Definition 2 must satisfy. We then derive the sufficient con- 
ditions to determine whether an N-tuple of  strategies char- 
actefized by the necessary conditions is indeed a global 

open-loop Coumot-Nash equilibrium solution. 
As a first step to apply the Kuhn-Tucker theorem, let us 

define the Lagrangian for player i as follows: 

K - I  

r'(x,.,,V, #)  = y_., y_., do(k){c~o[xo(k), u~ 
k = O a e A  

K - I  

+4~ uo(k)k] } + ~ y_ ZSo(k+ I) 
k=Oo~ A 

i iK i 
+ - . ~  (8) 

I -  k=Oa'~ A - I  

where Xe~(k+ 1) is the adjoint variable of  player i associ- 
ated with the slate difference equation (2); ~s = [Z'o(k):, 

a e  A , k =  0 ..... K] ; and r is the Lagrange multiplier of  
player i associated with the isoperimetric constraint (3). 

Using the Kuhn-Tucker theorem (see e.g., Bazararaa and 
Shetty, 1979), the necessary conditions can be written as 
follows: 

~?L i u s.k.Focs.[x"(k), u.(k)] ar ua(k),kl~ 

+[1 dg~[x"(k)l~2~'tk+l) Jl~,(k)=O 
d~--2i5 _1 o- 

V a e  A, i e  L k =  0 ..... K -  1 (9) 

~ ( K )  = 0 V a ~ A , i ~ l  (10) 
3L i i 

co[xo(k),uo(k)J+ i - 0 ~  u . ( k ) ,  k] au~,(k) 
, 

. o ( k ) ]  + 

L Ou;(/,:) o~:(k) J 

+Z:(k+  I ) - r  0 V a E A ,  i ~ L k = O  ..... K - 1  

(11) 

u~(k)ou,(k)=O V a e A ,  i ~ I , k = O  ..... K - 1  (12) 
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u~(k)_0 V a ~ A , i ~ I , k = O ,  K 1 

N 

az i  - Xo(k) + ~ , K , ( k )  
O2J~(k + 1 ) j= 

(13) 

-go[x.(k)] -xo(k+ 1) = 0 

V a e A ,  i c I ,  k=O ..... K - 1  (14) 

x~(0) ~ = x ~ _ 0  (15) 

K - I  

OL' - Q ~ -  ~ ,  ~ u~(k) = O V a~ I (16) 
C~sti k= Oa~ A 

where all variables, functions, and derivatives are evaluated 
at a Coumot-Nash equilibrium solution ( x*, u s*, u -s*, 2", St*). 

The necessary conditions (9)-(16) can propose a certain 
number of  admissible open-loop Coumot-Nash equilibrium 
solutions, while assuring that there will be no other candi- 
date that solves the dynamic game G. However, we need to 
establish the sufficient conditions to ensure whether 
(x*, u~*,u -~*, L*,St*) characterized by the necessary condi- 
tions (9)-(16) is indeed a global open-loop Coumot-Nash 
equilibrium solution to the dynamic game g. To simplify 
our presentation, we make the following definition of  regu- 

larity. 

Definition 3 
The dynamic game G is said to be regular if it satisfies the 

following conditions: 
1. the arc traversal cost functions c',[x~(k), u~(k)] are 

convex, continuously differentiable, nondecreasing, and 

positive for all x~,(k)--- 0 and u,~(k) >- 0 
i 2. the schedule delay penalty functions ~[x~(k) ,  

u,,(k), k] are convex, continuously differentiable, and non- 
negative for all x,~(k) >- 0 and u,~(k) >- 0 ; 

3. the arc exit flow fimctions g,~[x,~(k)] are concave, 
continuously differentiable, nondeereasing, and nonnega- 
tive for all x,,(k) ~ 0 ; 

s s > i x 4. Oc~[xo(k), u~(k)l/Ou~(k) - O(~[x~(kj, u~(k), k]/ 
Ou~(k) V a~ A, ie  I ,  and k = 0  ..... K - 1  
Note that the regularity condition 4 is the behavioral 

assumption such that each player prefers one minute of  
schedule delay to one minute of travel time. 

Essentially, the sufficient conditions are the Kulm-Tucker 
necessary conditions (9)-(16) plus the convexity of  
y(x , s  ~ u, u ) in x, u and the constraint qualification. The 

�9 i 
convexity ofJ (X,  u s, u ~) m x, u is apparent from the reg- 
ularity conditions of  Definition 3. The constraint qualifica- 
tion is satisfied as long as the arc exit flow functions 
g,[x~(k)] are concave for all xo(k)_ 0 and the following 

conditions are satisfied: 

t.{>_0 V i i i  (17) 

Xi~(k+l)_>0 V a ~ A ,  i e I ,  k=O ..... K 1 (18) 
Nonnegativity of the Lagrange multipliers can be ensured 

by its well-known interpretation as the sensitivity of the 
optimal value of  the objective function J(x*, u s*, u -s*) to 
variations in the constraint constant QsK as follows: 

i *  - i *  
i* O J ( X * ,  U , U ) 

# = V a s  I (19) 

Since we require both arc traversal costs and schedule 
delay penalties to be nonnegative, nonnegativity of the 
Eagrange multipliers is ensured. As will also be demon- 
strated in Theorem 1, the Lagrange multiplier #s can be 
interpreted as the marginal cost of  an additional unit of traf- 
fic that player i has to transport from the origin to the desti- 
nation during the time interval [0,T]. Nonnegativity of the 
adjoint variables can be ensured by the complementary 
slackness condition (11) and the regularity condition 4. 
Hence, the optimality conditions (9)-(i6) are both neces- 
sary and sufficient for an open-loop Coumot-Nash equilib- 
riurn solution of  the dynamic game g when it is regular in 
the sense of  Definition 3. 

4. Economic Interpretation 

tn this section, we wish to ascertain that an N-tuple of  
strategies characterized by the optimality conditions (9)- 
(16) corresponds to the notion of  a Coumot-Nash equi- 
librium of  Definition 2. To this end, let us define the 
marginal generalized transportation cost filnction for 
player i ~ I as 

%[x~ u~(k), ~/o(k§ l ), ~ (k ) ,  k] 

=c'olx.(k), uo(k)] + r io[xo(k), u~(k), k] 

i I- 0C2 o~i -  7 

{ ~ [ Oc; + 34J~ 7+%2(k+1)-~. : (k)} 
+ .o(k) ~ Ox~(k)J 

t 
x - -  V a e A ,  k=O ..... K - 1  (20) 

g'o[xo(k)] 

where g',[x~(k)] denotes dg,[xo(k)l/dx~,(k). We observe 
that the marginal cost function defined in equation (20) 
consists of  the stage and dynamic cost components. The 
term [Z~(k+ i)- . ;( ,(k)] is considered to be dynamic in 
that it represents the intertenaporal change of the impact of  
an additional unit of  traffic on the optimal value of the 
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objective function J'(x*,d*,u-~*). This dynamic compo- 
nent is scaled by 1/g'~[x~(k)] which represents the physi- 
cal effect of congestion. In fact, 1/g;[x~(k)] is positive, 
increasing, continuously differentiable, and convex for all 
x~(k) >_ 0. The static component is the sum of three terms: 

d~[xo(k), u~(k)] + 0~[x~(k), G(k), k] -the unit cost per- 
ceived by player i on arc a in period k 

d~(k)[cgc~c~G(k) + 0r --the additional Wavel- 
cost burden for player i inflicted by an infinitesimal 
increment of traffic entering arc a in period k 

u'Ak)[Oc~Ox~(k)+c~r additional travel- 
cost burden inflicted by an infinitesimal increment 
of Waffic already traveling on arc a in period k 

We are now ready to state and prove the following theorem. 

Theorem 1 
If, for each player i �9 L d,(k) > 0 in some time period 

~,[x,(k), u,(k), .~(k+ t ), ~tJ,,(k), k] = inf{tP ib[x~(k), ub(k) 
Z~(k+l), ' Xb(k), k] } : V b �9 A } for an open-loop Cour- 
not-Nash equilibrium solution of the dynamic game G 
when it is regular in the sense of Definition 3. 

Proof 
Manipulating the adjoint difference equation (9) yields 

,a/~(k+ l ) = 

u'.(k)V c?c: +_Ofj. l+XG(k_l )_kx~(k)  } 
Lcgx~(k) dG(k).J 

1 
x - -  V a ~ A , i ~ L k = O  ..... K - 1  (21) 

g'o[x~(k)l 

However, we know from equation (11) that 

c'Axo(k), ua(k)l + r uo(k), k] + G(k) 

+[ ac: 
La,,o(k) auo(k)a 

'9'ae A, ic  I,k= 0 ..... K -  1 (22) 

It follows at once from equations (21) mad (22) that 

q~[xo(k),uo(k),Z'~(k+ l), Z~o(k), k] >_#' 

V a~ A,i  6 Lk=O ..... K - 1  (23) 

If  u'~(k)>0 in some time period k, then equation (20) 
holds as an equality because of the complementary slack- 
ness condition (12). Hence, the theorem is proved. Q.E.D. 

Theorem 1 states that the marginal costs on the arcs that 
are being used (i.e., u~(k) > 0 ) are the same and equal to the 
minimum marginal cost. tn other words, player i discharges 
flow onto arc a in period k only if tFa[x,(k),uo(k), 
&'o(k+ 1),dt*~(k),k] is equal to #( Clearly, the optimality 

conditions (9)-(16) can be interpreted as a dynamic game 
theoretic generalization of Wardrop's second principle 
which requires equilibration of marginal costs for all the 
arcs that are being used in each time period. Thus, an N- 
tuple of strategies characterized by those optimality condi- 
tions is consistent with the notion of an open-loop Cournot- 
Nash equilibrium of Definition 2. 

5. Solution Algorithm 

In this section, we propose an iterative algorithm for solv- 
ing the dynamic game . The proposed algorithm makes use 
of the augmented Lagrangian method in conjunction with 
the gradient method. The augmented Lagrangian method, 
also known as the method of multipliers, was initially pro- 
posed by Hestenes (1969) and Powell (1969) and has been 
applied to the solution of optimal control problems (see 
e.g., Rupp 1972 and Glad 1979). The augmented 
Lagrangian method can be regarded as a combination of the 
penalty method and the primal-dual method (Bertsekas 
1982). The gradient method (see e.g., Bryson and He 1975) 
has been widely used to solve optimal control problems. 

The motivation for choosing the augmented Lagrangian 
method is related to the presence of the the isoperimetric 
constraints (5). Although the gradient method can be modi- 
fied and applied to solve the dynamic game g. by means of 
the penalty fimctious, the penalty functions usually become 
ill-conditioned when the penalty parameter is increased to 
infinity (see e.g., Bryson and He 1975). In order to improve 
slow convergence and numerical instabilities associated 
with ill-conditioned penalty functions, the augmented 
Lagrangian method is seiected in the proposed algorithm. 
�9 The role of  the gradient method in the proposed algo- 

rithm is to solve two-point value problems with fLxed val- 
ues of the Lagrange multipliers associated with the 
isoperimetric constrains (3). For the sake of computational 
simplicity, the first-order gradient method with a fLxed step- 
size is chosen in the proposed algorithm. The rate of con- 
vergence might be improved by employing other gradient 
methods such as steepest-descent, conjugate gradient, and 
second-order gradient methods. 

Let us define the augmented Lagrangian for player i as 

L i ( x , u ,  - i  i i i -i i i u ,a.,f,t) = Li(x ,u ,u  , 2 , # )  
F K-1  7 2 

+10  i x  i 
2/Q - ~  ~ u , ( k )  I (24) 

L k = O a e A  -I 

i i i i i where L (x, u, u , )1.,/.t ) is the lagrangian defined in equa- 
tion (8) and p is a suitably large positive constant. The 
miniwfization of the augmented Lagrangian is equivalent to 
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the minimization of the Lagrangian because the constraints 
adjoined as the penalty functions do not affect the mini- 
mum value of the Lagrangian. In fact, at the optimum 
Ix*, u ~', u-"*, L ~*, p~*], the gradient of  the augmented 
Lagrangian is zero for any value o fp  and the constraints (3) 
are binding. 

A double set of iterations constitutes the solution algo- 
rithm. The objective of  the main iterations is to determine 
the new values of the Lagrange multipliers until a Cournot- 
Nash equilibrium solution is obtained. On the other hand, 
the objective of the subiterafions is to solve for each player i 
a two-point boundary value problem which is transformed 
fxom the augmented Lagrangian minimization problem 
when the value of the Lagrange multiplier is fixed. 

The solution algorithm is structed as follows: 
Step 1: Initialization 

choose the initial values of the Lagrange multipli- 
ers: 

f f  = [p~':i ~ 1] 
Set the main iteration index r=l and go to Step 2. 

Step 2: Solving the Two-Point Boundary Value Problem 
with Fixed Lagrange Multipliers 
Substep 1: Choose the initial values of the deci- 

sion variables: 
rs  i t s  

u = [u, (k):a6A, i~ Lk=O ..... K - l ]  
Set the subitemtion index s =1 and go to Sub- 
step 2. 

Substep 2: Solve the state difference equations 
forward in time: 

N 

xT(k + 1 ) = xT(k) + ~_uJ~'(k) -g~[x~(k) ] 
j - I  

V a e A ,  k=O ..... K - 1  
x~(0) =x~~ 0 V a e A  

Substep 3: Solve the adjoint difference equations 
backward in time: 

dx~*(k) I 

• O(~ (k ), u:] + q,), u:, kl] 
L Ox]"(k) Ox;'(k) J 

V a e  A, ie  I,k=O ..... K -  1 

2~'(K) = 0 V a ~ A , i ~ I  

Substep 4: Determine the gradient of the aug- 
mented Lagrangian with respect to 
the decision variables: 

c ~ t  i t s  i rs  rs  
- co[x~ (k),  u (k)] 

 7(k) 

.~_ i rS rs  " Co[x~ (k),uo (k), k] + uT(k) 

+.:r,( k)[ ac:[x '(k ) ] 

i r~ rs 
O0~[x~ (k), u~ (k),k]]+~r,(k + 1)_Uir q - . 

3uT"(k) 

i K  irs  
- -  - -  U f ~  

L k = O a E A  J 

V a~ A, i~ Lk=O ..... K -  I 
Substep 5: Compute the new values of the deci- 

sion variables: 

trS 

= ,,7(k)- o aL'" 
OuT(k) 

V a~ A, i~ Lk=O ..... K - I  
where 0 is the fixed stepsize. Set s=s+l and repeat the 
computation starting at Substep 2 until the following stop- 
ping criterion is satisfied: 

N K 1 [- ~ l  i t s  7 2  

ZZ Z 
.=~k=0~aLou, (tc)j 

Step 3: Updating and Convergence Test Update the values 
of the Lagrange multipliers: 

ir i k  ir  /-{"+1=/2 +p u~(k) V i E I  
L k = O a ~ A  

Set r=r--1 and repeat the computation starting at Step 2 
until the following stopping criterion is satisfied: 

N p i ,  r + l  l ,~ir 

g = l  

6. Numerical Example 

The solution algorithm is tested for a small numerical 
example. The test network is comprised of one origin-desti- 
nation pair connected by two parallel arcs as follows: 

Fig. 1 Two Arcs Network. 

We assume that two Coumot-Nash players share the net- 
work. The time interval is discrefized into 200 periods of 
one minute length. The cumulative volume of traffic that 
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each player would have sent from the origin during the time 
interval is given as follows: Qt" 1o0o and Q2 = lo00. The are 

exit flow functions are expressed in the following func- 
tional forms: 

g , ~ [ x , , ( k ) ] = g : ' " I I - e ~  ] V a = l , 2 , k = O  ..... 200 
I , - . _ 1  

(25) 
where g ~  is the maximum exit flow rate on arc a in 
each time period, and y~ is the parameter that is deter- 
mined by arc characteristics such as length, speed limit, 

traffic signal setting, etc. The values of  g~"~ and y, 

Fig, 2 Aggregate Departure Flow Rates. 

assumed are: g~"X = 10, N = 10 ,and  ~ =  10. 
The average arc traversal time functions are expressed as 

c i . [ x . ( k ) , u o ( k ) l  ' = ~ D.[x.(k), u.(k)] 

=Eix.(k) +0.5u.(k)  
" g.[x.(t)] 
V a = 1,2, k = 0 ..... 200 (26) 

where D.[xo(k), u.(k)] is the anticipated arc traversal time 
if entrance to arc a occurs in time period k and~ ~ is the 

transportation cost per minute incurred by one unit o f  traffic 
o f  player k. In this numerical example, the values of  ~i are 
assumed to be identical for each player and given as unity. 
The initial values of  the state variables are also given as 

xl(0) = 3 and x2(0) = 3 .  
After de Palma et al. (1983), the average schedule delay 
penalty functions are expressed in the following piecewise 
linear functional form: 

#.[Xo(k), uo(k), kl = 

I 
ae{k+D,[x,(k)]-( '~-A') ,}  i f k + D o [ x , ( k ) ] < i - A '  ] 

O. i f ' ]=A<_k+D.[x . (k)]<_~+A ~ I 

f f {k+Do[x~(k)]- (~+A~)}  i f  (r 

(27) 
where d is the penalty coefficient o f  early arrival of  player 

i, zr is the penalty coefficient o f  late arrival of  player i, z ~ is 
the most desired arrival time period of  player i, and A i is the 
number of  time periods measuring the flexibility o f  arrival 
time of  player i. The values of  these parameters are given as 

al __0.5 •1=0.8 ~.1= 100 Al=5 

Fig. 3 Aggregate Exit Flow Rates. Fig. 4 Aggregate Traffic Volumes. 
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~x 1=-0.5 /31=0.8 ~ = 1 0 0  zl 1=5 

Figure 2 presents time trajectories o f  aggregate departure 

flow rates on arcs 1 and 2. Figtu'e 3 presents time trajecto- 

ries of  aggregate exit flow rates on arcs 1 and 2. 

It can be observed that each arc is capacitated and traffic 

congestion develops as inflow rate exceeds maximum exit 

flow rate on each arc. Figure 4 shows that time trajectories o f  

aggregate traffic volumes on arcs 1 and 2. Since all two play- 

ers wish to arrive at the destination within specified time win- 

dows which are close each other, the network tends to be 

severely congested during peak periods. Figure 5 plots time 

trajectories o f  average traversal costs on arcs 1 and 2. Figures 

6 and 7 present time trajectories of  average schedule delay 

penalties for both players on arc 1 and arc 2, respectively. 

We now wish to ensure as to whether the solution of  this 

numerical example satisfies the optimality conditions (9)- 

(16) and is indeed an open-loop Coumot-Nash equilibrium 

of  Definition 2. To this end, we plot time trajectories of  

marginal costs as defined in eq~t ion  (20) and compare 

them with time trajectories o f  departure flow rates. Figure 8 

illustrates that departure flow rates of  player 1 on arc 1 are 

positive only when marginal costs are equal to the mini- 

mum marginal cost. The same observations can be made in 

Figure 9-11. Hence, we can conclude that proposed solution 

algorithm converges to an open-loop Coumot-Nash equi- 

librium solution. 

Fig. 5 Aggregate Traffic Volumes. 
Fig. 7 Average Schedule Delay Penalties on Arc2. 

Fig. 6 Average Schedule Delay PenNties on Arc 1. 
Fig. 8 Comparison of Departure Flow Rate and Marginal Cost 

for Player 1 on Arc 1. 
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Fig. 9 Comparison of Department Flow Rate and Marginal 
Cost foR Player 2 on Arc 1. 

Fig. 11 Comparison of Departure Flow Rate and Marginal 
Cost For Player 2 on Arc 2. 

dons. This extension appears to be very difficult because 
path traversal times should be predicted while preserving 

the first-in-ftrst-out queue discipline. Second, the model can 

be reformulated under different information structures. 

Recent advances in computerized traffic infbrmation sys- 

tems con~nce that a feedback information structure may 

give rise to more realistic modeling o f  traffic flows than an 

open-loop information structure. However, analyses and 

solutions of  dynamic game models are generally very diffi- 
cult under the feedback information structure. Third, the 

proposed solution algorithm needs to be modified to accel- 

e~-ate the rate of  convergence. Convergence properties of  

the algorithm should also be investigated theoretically. 

A c k n o w l e d g e m e n t  

Fig. 10 Comparison ofDeparture Flow Rate and Marginal 
Cost for Player 1 on Arc t. 
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7. Conc lus ion  

We have shown that a discrete-time dynamic game model 

can be formulated to determine open-loop Cournot-Nash 
equilibria on a simple congested traffic network. We have 

also developed an iterative algorithm to solve the model. 

Computation results of  a numerical example illustrate that 

the algorithm converges to a discrete-time dynamic 

Coumot-Nash network equilibrium solution. 
Future extensions of  the model and the algorithm include 

the following issues. First, the model needs to be extented 
to a general network with many origins and many destina- 

References  

1. Basar, 1". and G,J. Olsder (1982). Dynamic Noncooperative 
Game Theory, Academic Press, New York, 

2. Bazararaa, M,S, and C.M. Shetty (1979). Nonlinear Program- 
ming. John Wiley & Sons, New York. 

3. Bertsekas, D.R (1982). Constrained Optimization and 
Lagrange Multiplier Methods, Academic Press, New York. 

4. Bryson, A.E. and Y-C Ho (1975). Applied Optimal Control, 
revised version, John Wiley & Sons, New York. 

5. de Palma, A., M, Ben-Akiva, C, Lefevre, andN. Litina (1983). 
Stochastic Equilibrium Model of Peak Period Traffic Conges- 
tion, Transportation Science, 17, 430-453, 

Vol. 4, No. 4 / December 2000 - 247 - 



Byung- Wook Wie and Keechoo Choi 

6. Friesz, T.L., F.J. Luque, R.L. Tobin, and B.W. Wie (1989). 
Dynamic Network Tmitic Assignment Considered as a Con- 
finuous Time Optimal Control Problem. Operations 
Research, 37, 893-901. 

7. Glad, S.T. (1979). A Combination of Penalty Function arid 
Multiplier Methods for Solving Optimal Control Problems, 
Journal of Optimization Theory and Applications, 28, 303- 
329. 

8. Haurie, A. and P. Mareotte (1985). On the Relationship 
Between Nash-Coumot and Wardrop Equilibria. Networks, 15, 
295-308. 

9. Hestenes, M.R. (1969). Multiplier and Gradient Methods, 
Journal of Opamizalion Theory and Applications, 4, 303-320. 

10. Merchant, D.K. and G.L. Nemhauser (1978a). A Model and 
An Algorithm for the Dynamic Traffic Assignment Problems, 
Transportation Science, 12, 62-77. 

ll. Merchant, D.K. and G.L. Nemhanser (1978b). Optimality 
Conditions for a Dynamic Traffic Assignment Model, Tram- 

portation Science, 12, 200-207. 
12. Powell, M.J.D. (1969). A Method for Nonlinear Constraints in 

Minimization Problems, In Optimization (R. Fletcher, ed.), 
pp.283-298, Academic Press, New York. 

13. Rupp, ILD. (1972). A Method for Solving a Quadratic Opti- 
mal Control Problem, Journal of Optimization Theory and 
Applications, 9, 238-250. 

14. Wardrop, J.G. (1952). Some Theoretical Aspects of Road Traf- 
fic Research. Proceedings, Institution of Civil Engineers, Ii, 
325-378. 

15. Wie, B.W. (1988). Dynamic Models of Network Traffic 
Assignment: A Control Theoretic Approach, Ph.D. Disserta- 
tion~ Department of City and Regional Planning, University of 
Pennsylvania. 

16. Wie, B.W. (1993). A Differential Game Model ofNash Equi- 
librittm on a Congested Traffic Network, Networks, 23, 557- 
565. 

- 248 - KSCE Journal of Civil Engineering 


