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FACTORS OF BERNOULLI SHIFTS 

BY 

D O N A L D  S. O R N S T E I N *  

ABSTRACT 

An example  is cons t ruc ted  of a proper  factor  of  a Bernoulli  shift ,  that  cannot 
be increased without  increasing its ent ropy,  and still has no independent 
complement .  The  const ruct ion mirrors,  in a sense ,  that  of  a K-automorphism 
that  is not  a Bernoulli  shift.  

Introduction 

By a fac tor  of T we mean a sub-sigma-algebra invariant under T. It is known 

(see [!]) that every factor  of a Bernoulli shift is a Bernoulli shift (i.e., if T has 

an independent  generator ,  then so does every  fac tor  of  T). The next step in the 

study of factors  is to see how a factor  sits in a Bernoulli shift. (We say that two 

factors  sit the same way if there is an au tomorphism of the Bernoulli shift 

taking one factor  onto the other.) There  is a way of looking at the factors  of  a 

Bernoulli shift so that their classification mirrors the classification of t ransfor-  

mations. If a factor  M of T, has the same ent ropy as T, then we say that the 

action of T relative to ~ is analogous to a 0-entropy t ransformat ion.  If  

cannot  be increased without increasing its ent ropy (we then call s¢ maximal 

relative to its en t ropy or simply maximal),  we will say that T relative to ~/ is 

analogous to a K-au tomorph i sm.  (A K - a u t o m o r p h i s m  has no factors  of 

0-entropy.)  Another  possibility is that ,ff splits off. (By this we mean that T is 

the direct product  of  :g and another  orthogonai  factor,  or, s tated in another  

way, there is a factor  N such that any set in ~ is orthogonal  to any set in N and 

M v N generate.  As we already noted, if T is Bernoulli then so is T acting on 

N.) If  sg splits off then we say that T relative to ~ is analogous to a Bernoulli 

shift. 
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It can be seen from [6] or Lemma 2 in [5] that if J spl~ts off then J is 

maximal. (This is analogous to the fact that Bernoulli implies K.) 

The purpose of this paper is to prove the following: 

THEOREM. There exists a [actor of  a Bernoulli shift that is maximal but does 

not split off. 
This theorem is analogous to the theorem that there is a K-automorphism 

that is not Bernoulli. The analogy is a strong one, since our example will be 

formed by taking a skew product  with a K-automorphism that is not Bernoulli. 

I think that it would be interesting to see how far these analogies go and to 

what extent  the classification of transformations is mirrored by the factors of a 

Bernoulli shift. 

So far the positive results about Bernoulli shifts and the negative results 

about K-automorphisms have been fairly separate, and it might be of some 

interest to note that the study of factors of a Bernoulli shift combines both of 

these areas. 

There are some beautiful and deep results in the positive direction about 

when a factor  splits off, due to Jean Paul Thouvenot .  He gets splittings f rom 

"relat ivised" isomorphism theorems, and it is f rom him that I got the idea of 

looking at a t ransformation "relative to a factor" .  

1. Description of the example 

Our example will consist of a certain skew product  with a K-automorphism 

that is not Bernoulli. Instead of describing this example here, we will assume 

that the reader is familiar with the example in [1]. We will refer  to that 

transformations as 7" and to the special partition described there as /5. 

The other  part of the skew product  will consist of a Bernoulli shift TB and a 

generator P = {Po, P,, P,., P~}. TB, P will be described below but first we will 

show how to put T, 15 and TB, P together. 

Let X be the space on which To acts and let Y be the space on which T acts. 

T will act on X x Y as follows: T(x, y) = (TBx, ]'y) if x E P0 and T(x, y) = 
(Tax, y) if x~Po.  

With a small abuse of notation we will let P also denote  the partition of 

X x Y, that partitions according to the atom of P containing x. V*Z-®T~P is 

the factor  that is maximal but does not split off. 

It will also be convenient  to define /5 = {Po, P,,P~, PI, P,} as follows: t5 = 

(P, U Pc U P~) × Y. On P0 × 1I, /5 will coincide with X x/5. (Thus /5 = Po × 15 

for t = 0, 1, e, [.) 

P v P  will be a convenient  generator  for  T. 
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We will now describe TR, P. We will do this informally, in terms of the 

P-names  of points. This can be made rigorous by a stacking construction in 

exactly the same way that the informal description of T,/5 in terms of /5  names 

is made rigorous. It will be fairly obvious how to proceed and we will spare the 

reader the details. 

P will have four  atoms, P,,, P~, Pe, P~ and the names of points will have a block 

structure similar to that of/5, ~'. There will be several kinds of n-blocks but they 

will all have the same length. The n-blocks will be formed as follows: There 

will be a fixed number, l~, of consecut ive ( n -  l)-blocks and the type of 

(n - l)-block in each position will be independent of the type of (n - I):block in 

any other position. In front of these ( n -  1)-blocks we will see a string of 

consecut ive f, and at the end of the (n - l)-blocks a string of consecut ive e. The 

number of f plus the number of e will be a fixed number f(n), and each of these 

possibilities will occur  with the same probability and independently of anything 

else. 

In front of the string of f ' s  there will be a string of 0 and 1 of a fixed length 

g(n). After  the string of e there will be another  string of 0 and 1 of length g(n). 
The total number of O's in both strings will be g (n), both strings will begin with 

consecut ive O's and end with consecut ive l's. Each possibility will have the 

same probability and will be independent of anything else. 

Here is a picture of an n-block: 

(n - 1)-blocks 

1 0 0 1 1 1  I f f f  I I ] I I I I l e e  I 0 0 0 1 1  I 

To get things going we could define a l-block to be simply a string of 0. 

Choice of f (n) ,  g(n) and l(n) 
f(n) will be large compared to the length of an ( n -  I)-block and small 

compared to the length of an n-block. We will want: 

length of (n - I)-block/f(n)---~O and ~ f(n)/length of n-block < ~. 

Let  h(n) denote  the number of O's in an n-block.  Let  /~(n) denote the 

length of a/5-n-block,  l(n) will be chosen so that /~(n)  < h ( n ) <  h(n + 1), and 

fur thermore  h(n)/h(n + 1)-->0 and h(n)/h(n)---~O. 
g(n) will be chosen so that h(n)<g(n)<h(n) ,  and fur thermore  

h(n)/g(n)-->O and ~ g ( n ) / h ( n ) <  o~. 
It is easy to see (because of the growth rate of /~(n))  that f (n ) ,  g(n) and l(n) 

can be chosen so that they will satisfy the above conditions. 
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3. Proof that T is Bernoulli 

We will prove  that T is Bernoulli by checking that T, P v P  is VWB. We will 

start  by stating what has to be checked in the terminology of s tat ionary 

processes .  A sequence of partit ions {Q,}7 can be thought of  as a measure  on 

sequences  of length n, since each point in the measure  space has a Q name. To 

check that two measures  on sequences of length n are d close we must  find a 

measure  preserving cor respondence  between the sequences  under  the 2 

measures ,  such that most  sequences  cor respond to a sequence that differs in a 

small percentage of places. 

To check VWB we must show that: given e there is an n ' such that for  all m, 

we can ignore a collection of sequences 0 to - m of measure  less than e and 

for  any two remaining past sequences (0 to - m)  we have that the conditional 

measure  on sequences f rom 1 to n ~ are d close. 

We will start  by checking that TB, P is VWB. 

We are given e and the first thing we must  do is chose n ~. Instead of doing 

this now we will note as we go along that we need certain quantities to be small 

compared  to e, and that they will be small if n '  is large enough. 

Now note that we can condition on any refinement of  the past,  instead of the 

past ,  in the test  for  VWB. It  will be convenient  to condition on past  sequences  

(0 to - m )  together with the terms of the future (1 to n j) that lie outside a 

complete  n-block.  Le t  A n and B n be  two such refined past  a toms.  Condition- 

ing on A n (or B n) fixes the posit ions of  the n- blocks be tween  0 to n ', but  puts 

no restrict ions on which n -b lock  can appear.  The n -b lock  appearing in one 

position is thus independent  of the n-b locks  appearing in other positions. We 

will call the future strings ( f rom 0 to n ~) condit ioned by  A n (or B n) A n (or B n) 

strings. 

We must  show that the d distance between A n and B ° strings is < e ,  

ignoring e of the A" t3 B n. 

The  first step will be to group the A ~ and B" strings according to the number  

of f at the beginning of each n-block.  (Fixing the f is the same as fixing 

everything outside of the ( n -  1)-blocks. Our groups are thus A n-' strings.) 

Each group will have the same measure  and we will show that (A) we can set up 

a 1 - 1 cor respondence  between the groups of A n and B" strings so that > 4 ~ of 

the (n - 1)-block coincide. (More precisely: the posit ions of  (n - 1)-blocks are 

the same for  all strings in a group. For  each A" group look at the fract ion of 

(n - l ) -blocks such that the corresponding B" group has an (n - l)-block in 

exact ly  the same position. Now average  over  all A n groups. This average  will 

be > L) 
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We can see (A) as follows: If n ~ is large enough, we can choose  n so that we 

need only consider A" and B" strings such that all but ~ en ' of their terms lie in 

a comple te  n-block.  

Fur thermore ,  we can make a 1 - 1 cor respondence  be tween  the (positions of) 

n-blocks  in A"  and B" strings so that all but ~ e  of the pairs overlap in > ~ of 

the length of an n-block.  

Fixing attention on the first pair of positions, we can pair off the n-b locks  

that can fill those posit ions according to the number  of f at their beginning. 

Because f ( n )  is large compared  to the length of an (n - 1)-block, we can do this 

pairing so that for  all but ~ e of the pairs, a, b, we have that if the positions of 

an (n - 1)-block in a and an (n - 1)-block in b intersect,  then the posit ions are 

the same. 

Because the n-b locks  appearing in any two posit ions are independent ,  we 

can line up all of the pairs s imultaneously getting (A). 

We will get that the A"  and B"  strings are d close by  repeated  applications of  

(A). Let  A"  ~ and B " - '  be a pair of  corresponding A ", B" groups as in (A). We 

are in the same situation as before,  except  that > '  of the (n - 1)-blocks line up 

exactly.  We can group the A"-~ and B "- '  strings according to the posit ions of 

the (n - 2 ) - b l o c k s ,  so that the (n - 2 ) - b l o c k s  coming f rom (n - 1)-blocks that 

are lined up remain lined up and > ] of the rest of the (n - 2)-blocks now line 

up. 

Repeated  application of this process  means that we can group the A" and B" 

strings according to the position of the (n - k ) -b locks ,  and make a correspon-  

dence between these groups so that > (1 - ( ] )k )  of the (n - k ) - b l o c k s  line up. 

Since all of the (n - k ) - b l o c k s  have the same probabil i ty and occur  indepen- 

dently, we can extend our cor respondence  to strings so that in corresponding 

strings the (n - k ) -b locks  that line up are identical. Fur thermore ,  if n ' is large 

enough most  of the terms in an n ' string can be assumed to lie in (n - k)-blocks.  

This proves  that the A * and B"  strings are d close. 

We will now check VWB for T, P v t5. Each x, y now has a pair of names,  a P 

and /5  name. For  each x, y we will define the /5  name of x, y as follows: Take  

those terms in t h e / 5  name of x that cor respond to a 0 in the P name (those 

terms # r) and order them consecut ively,  taking as the first term the a toms of /5  

containing the first T'x,  0 <- i, such that T 'x  E Po. T h e / 5  name of x, y depends 

only on y and will be a typical name for  the K - a u t o m o r p h i s m  that is not 

Bernoulli. Note  that the /5 name does not shift properly with T. 
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Now let A and B denote two past ( - I - m ) P v P strings. We must show (for 

most choices of A and B) that the d distance between the future P v P  strings 

(0 to n ~) conditioned on A and B is small. 

Our previous argument still applies (because the 15 name is independent  of 

the P-name) so that (changing n - k to n) we have that we can group the A and 

B strings according to the positions of the P-n-blocks and form a measure 

preserving correspondence between the A and B groups, so that most of the P- 

n-blocks in corresponding groups line up. Let  A, and Bn denote two such 

corresponding groups. 

Let  us call the past or future P name the part of the/5 name corresponding to 

the /5 name from - 1 to - m or 0 to n ' .  

Let.us further  group the A~ ~nd Bn strings according to the part of the future 

15 name that does not lie in a complete P-n-block. Let  ,~n (o r /3 , )  denote one 

such An (or B,)  group. 

We must show that for  most A, strings and /3, strings their d distance is 

small. (We will do this by lining up the t5 names in the n-blocks that line up.) 

If a is a P-n-block in the name of (x, y), define c7 to be the part of the/5 name 

of (x, y) corresponding to the O's in the (n - l)-blocks in a. (If we change the 

number of O's at the beginning of a without changing the 15 name of, x, y - i.e., 

keep y f ixed-- then we shift ~.) 

We will check the d distance in two steps. The first step will be to show that 

(1) we can group the ,40 and /3 ,  strings according to the number of O's at the 

beginning of each P-n-block, and pair these groups so that if a and b are 

P-n-blocks in strings in corresponding groups, occupying the same position, 

then (for most positions and most a, b) one of the P-n-blocks in 6 and/~ have 

the same position. (Because of the varying lengths of s between P-n-blocks we 

will not be able to line up more than one pair. However ,  the other pairs will not 

line up too badly.) 

We can see (1) as follows: because the total number of O's in a P-n-block is 

large compared to the length of a P-n-block and small compared to the length 

of a P-(n + 1)-block, we get that most 6 (and/~) consist of a large number of P- 

n-blocks all belonging to the same P-(n + l ) -block (The measure of the 

exceptions can be made arbitrarily small by taking n '  and n large enough). 

Fur thermore,  the number of possible O's at the beginning of a P-n-block is large 

compared to the length of a P-n-block. Fix a position that is occupied by a 

P-n-block in both ,4, and /3, strings. We can group the fi~, and /3. strings 

according to the number of O's at the beginning of P=n-blocks in this position, 

and pair these groups so that for most pairs, if a and b denote the P-n-blocks in 
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that position, then one P-n-block in fi and/~ have the same position. Because 

of the independence of the P-n-blocks in different positions we can continue 

this process to prove (1). 

The second step goes as follows: Let fi,[, and /3"  denote two corresponding 

groups of A. and/3,  strings produced in (1). Let a and b be P-n-blocks in an fi~, 

and /3, string, occupying the same position. For most a and b, fi and 6 are 

mostly made up of P-n-blocks belonging to the same P-(n + D-block, and one 

P-n-block in 6 has the same position as a P-n-block in/~. This implies that for 

any P-n-block in a there is a P-(n - 1)- block in 6 whose position differs by less 

than the length of a P - ( n -  1) block (see [1]). We can also assume that 

corresponding P-n-blocks are the same by a further grouping according to the 

P-names. Let  a, and b, denote corresponding P - ( n -  D-blocks in a and b. 

Then for most a, (and b,), ~i, (and 61) lies entirely in one P-n-block in ~ (or/~). 

The positions of these P-n-blocks (in 6 and/~) differ by less than the length of a 

P-(n - D-block. The number of possible O's at the beginning of al (or bl) is 

large compared to the length of a P-(n - 1)-block. We can therefore pair the 

possible a, and b, in this position according to the number of O's at the 

beginning, so that if al corresponds to bl then they differ only by the initial 

number of O's and for most pairs al is the same as /~,. We can do this 

independently for each position of a P-(n -1)-block.  This gives the desired 

result. 

4. Proof that V_~ T~P does not split off 

We will now prove that V ~  TiP does not split off. 

We will argue by contradiction. We will suppose that there is some partition 

Q such that V~_~ TiQ ± V ~ TiP and P v Q generate. This implies that for any e 

there is a K such that/3 ~ VKK Ti(Pv 0).  In process terminology: we can find a 

finite code which applied to the P v Q name of x ,y  gives the P v 15 name, 

except for e errors. 

Let ai denote a collection of P v Q string such that the P part consists of two 

consecutwe P-n- blocks, fixed, except for the number of 0 at the end of the first 

block and at ~he beginning of the second, while the Q part is arbitrary but fixed. 

(Thus, as i changes, the only thing that changes is the number of O's between 

the two P-n- blocks. For convenience we can set i equal to the above number of 

O's.) 

Recall that there was an a > 0 associated with P, T (either n-blocks in 2 

names lined up better than n 3, or the fraction of disagreement was > a) .  
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Now, suppose that a, occurs  in the P v Q name of some x, y. Let  b denote  

the string of corresponding terms in the P v 15 name. We will say that a, codes 

badly if either the finite code applied to a, differs f rom b in a fraction of places 

exceeding a, or if the /5-n-blocks t in b do not all lie in the same /5-(n + 1)- 

block. The probability that a, codes badly can be made arbitrarily small by 

taking K and n large enough. 

(A) Suppose that for  some i, a~ appears in the name of some x, y and does not 

code badly. If I k l >  n 3 then ai+k must code badly wherever  it occurs.  (A) 

follows f rom basic properties of /5  names: If a string is such that more than ~ of 

its term lies in P-n-blocks all belonging to the same P-(n + 1)-block, and there 

are > 10 P-n-blocks,  and if we modify the string by inserting > n 3 terms near 

the middle ( > ¼ of the terms in the string lie on each side of the insertion), then 

it is impossible for both the original and modified string to a - o c c u r  in a /5_ 

(n + 1)-block. See [1]. 

The number  of possible O's at the beginning and end of a P-n-block will be 

large compared to n 3 (for large n) and all of these possibilities occur  with the 

same probability: Hence  all of the a, occur  with the same probability and for 

most i, a~ and a~÷,3 are both defined. Hence  for n-large enough at least ' of  the a~ 

code badly, giving a contradiction. 

5. Proof that V T~ T~Q is maximal 

Let  Q be a partition such that Q ~  v*~ T'P. We will show that H(P v Q, T) > 

H(P, T). 
If R is a partition we will let Rx denote  the partition of Y that R induces on 

x × Y. It is enough to show that there is an a > 0 and 

(A) lim ( 1 In ) H ( V '~ TiQ),, > a for  a .e .x.  

It is easy to see that we can find a set F C X of non zero measure and a 

partition 0 of Y, H ( ( ) )  > 0 ,  such that for  all x in F there is a partition R(x)  of 

Y, R(x)  v Qx ~ 0 and H(R(x))<½H(Q,  T). We could also assume that F CPo 

(since we could replace Q by any translate of Q). 

In order to get (A) we first note that we have (B) {(T~Q)x}IT~ ' contains more 

than ~m ( F ) .  n partitions of the form ~iQ~,, where all of the i are distinct and 

xi E F .  

t We use here the notation of the previous section. 
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We get (B) as follows: suppose T-'x E F. Let  r(i) be the number of j, 

-i<=]<=O such that T~(x)EPo. Then (T'Q)x=Trt'~(Qr-,x). The ergodic 

theorem now tells us that the fract ion of - i such that T-'x E F tends to m (F).  

We get (A) from (B) as follows: Let  S be the set of i in (B), and let IS [ denote 

the number of i in S. Then 

We also have 

Therefore ,  

H( V sT'Qx,) >½1SIH(O, T) > ~m(F) "n, 

which gives (A). 
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