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Abstract: In this paper, an estimator of finite population variance proposed by Isaki (1983) is
studied under the two different situations of random non-response suggested by Tracy and Osahan
(1994). A distribution is proposed for the number of sampling units on which information could
not be obtained due to random non-response. The estimators for the mean square errors of the
proposed strategies are also suggested.
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1 Introduction

The use of auxiliary information in survey sampling has its own eminent role.
The ratio estimator, product estimator and regression estimator are well
known examples. Such estimators take advantage of the correlation between
the auxiliary variable X and the study variable Y. Isaki (1983) showed that
under suitable conditions efficient estimators of finite population variance
exist in the presence of auxiliary information. Assuming that a random
sample of size # is selected and (y;, x;),i = 1,2,...,n are observed. Isaki (1983)

considered the problem of estimating the finite population variance Sy2 =
N

N
(N—=1)7'S3(Y; = Y)?, where ¥ = N~'Y] Y,. Assuming also the population

i=1 i=1
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N
variance of the auxiliary character, that is, S2 = (N — 1)~ 'Sy - X)?
known, he considered a ratio estimator of S 2 as i=1
S;
5} = sf 2 (1.1

n

where s2=(n—1)"' (3 —7)’ and sZ=(n—1)"' E(x, —~x)? are the
i=]

unbiased estlmators of S; 2 and S? respectively. The bias and mean square error

of the estimator s} are glven by

B(s}) = (% - %) §2igq — i) (1.2)
and

MSE(s}) = GI - %) 3} [Aa0 + Aos — 23] (1.3)
where A = I—/'L;]’—s/—z and g, = (N — 1) f:( Y; — Y)'(X; — X) have their usual

20 Moz i=1
meanings. Tracy and Osahan (1994) studied the effect of random non-

response: ({) On the study as well as the auxiliary variable (Situation 1), and
(i) On the study variable only (Situation 2) on the usual ratio estimator of the
population mean.

In this paper, we study the effect of random non-response on the study and
auxiliary variables of several estimators of variance. For each estimator we
drive approximate biases, mean square errors and estimators of the mean
square errors.

2 Distribution of Random Non-Response and Some Expected Values

Let w: (v1,02,...,vy) denote the population of N units from which a simple
random sample of size n is drawn without reptacement. If r(r = 0,1,2...(n — 2))
denote the number of sampling units on which information could not be
obtained due to random non-response, then the remaining (n — r) units in the
sample can be treated as srswor sample from w. Since we are considering the
problem of unbiased estimation of finite population variance, therefore we are



Estimation of Finite Population Variance 243

assuming that r should be less than (n — 1) i.e. 0 < r < n — 2. We assume that
if p denotes the probability of non-response among the (n — 2) possible values
of non-responses, then r has the following discrete distribution given by

(n—r)

P(r) = Py

n— ZCrp' n-2--r (21)

where g =1—p, r=0,1,2,...,(n—2) and ""2C,, denote the total number of
ways of r non-responses out of total possible (n — 2) responses. It is interesting
that under this distribution of random non-response the exact bias and mean
square error expressions, up to first order of approximation, exists for the pro-
posed strategies and hence comparisons with the Isaki (1983) estimator are
valid and meaningful.

Let us define

*2 *2 2

sy s s
8:.—5"—2_1’ 6:ﬁ~land17—§—l

¥y x

n—-r n—r
where 532 = (n —r — D' Spi—7)Pands2=(n-r—1)" T (x - are
i=1 i=1
conditional]y unbiased estimators of S; 2 and S?, respectively, and where j* =
(n—r) Z yiand x* = (n — ! Z x;. Thus under the probability model given

=1
by (2.1), wc have the following results

E(e) = E(0) = E(n) =

B = [y~ |G 1 B0 = [ = ] o)
Bor) = [L- ] a1 B0 = [ - ] D,
Ben) = |1~ |G = 1) and Bn) = |1~ = 1)

It may be noted that if p =0 ie. if there is no non-response, the above
expected values coincide with the usual results.
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3 Proposed Strategies

Strategy I: We are considering the situation when random non-response exists
on both the study variable y and the auxiliary variable x and population vari-
ance S? of the auxiliary character is known. Thus we are proposing an estima-
tor of finite population variance as

L S?
v:syZSXT"Z 3.1)

Thus we have the following theorems.
Theorem 3.1: The bias in the proposed estimator #, up to terms of order
O(n™1), is given by

R 1 1
B(p) = [M - N] S} (Aos — A22) (32)

Proof: The estimator 0 in terms of ¢ and § can be written as
b=SX(1+e-6+06 ~ed+---) (3.3)

Taking expected value on both sides of (3.3) and using the results on the
expectations from Section 2, we get (3.2). Hence the theorem.

Theorem 3.2: The mean square error, up to terms of order O(n!), of the pro-
posed estimator 7 is given by

. 1 1
MSE(p) = [m - IT/] 83} (Aao + Aos — 2422) (34)

Proof: 1t is easy to check that

MSE(%) = E(5— S2)’ = S} E(e — 6+ 8° — £6)’

1 1
_ g4 2 2 _ _ 4 _
= SPE(e? +0° — 200) = {——~(nq e —N} 3 (20 + doa — 22z2) .

Hence the theorem.
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Before obtaining an estimator of MSE(7), we need the following lemma:

Lemma 1: A maximum likelihood estimator of the probability of non-
response, p, is given by

m-1+n-¢m—1+m_f%§%ﬁ

TCE (3.5)

Proof: The proof of the lemma is obvious by setting ___6 loga(P(r))

= 0, which is

quadratic in p and provides only one admissible estimator in the range of 0 to
1 as given in (3.5).

Theorem 3.3: An estimator of the MSE(?) is given by

o/ A 1 l Y 3% 7%

MSE(U) = \im — N:l Sy4(/{40 + 104 — 2/122) (36)
¥ ﬂl* ol 3 -1 = =% ! AL
where A = ——==——> and g = (n—r—1) S (yi = 7) (xi — ) have

(#50)1/2(#62) /2 =1

their usual meaning.

Strategy II: Here we are considering the situation when information on vari-
able y could not be obtained for r units while information on variable x is
available and population variance S? of the auxiliary variable is known. First
we propose the following estimator:

Oy (3.7
Thus we have the following theorems and their proofs are obvious.

Theorem 3.4: The bias in the estimator ;, up to terms of order O(n"), is given
by

11

B(d,) = (; - —IV) Sy (Aoa — 422) (3.8)
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Theorem 3.5: The mean square error, up to terms of order O(n~!), is given by

MSE()) = MSE(s}) + [(7137}27;5 — %] A (3.9)

Theorem 3.6: An estimator of mean square error of ¢ is given by

7 VU & B  UUVUE SR Sy 1 1] .4
where dgq = /f—g“ and ji, = (n — 1)! S(xi — x)°.
12593 i=1
If information on x is available for all the n units, then we can obtain both

s2 and s52%. Using this information, we construct another estimator as
) S2 s*2
vzzs;zs—’z‘+a =1 (3.11)
X

where o is a suitably chosen constant such that the mean square error of o, is
minimum. Thus we have the following two theorems.

Theorem 3.7: The bias in the estimator 9, is same as in the estimator ;.

Theorem 3.8: The minimum mean square error of the proposed estimator ; is
given by

1 1)?
e~ = 0 SH(Ay — 1)}
Min.MSE(ﬁz):MSE(ﬁ,)~{(nq+2p) n} ” (3.12)

{(nqlTp)*%;}(im ~1)

Proof: We have

MSE(b) = E(b, — S})? = E[S}(1 + e —n+n* —en) + a6 — S}

+2asf{(rl—ql——1}(/122 -1) (3.13)
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On differentiating (3.13) with respect to a, we get

, {(7?1&—25 ) %}Sf%z -1

{(r;]_i—lp_)_%}uofa -1

and then putting the optimum value of o in (3.13), we get (3.12). Hence the
theorem.

R
{

(3.14)

Theorem 3.9: An estimator of the Min. MSE(v>) is given by

1 1) -, .
(G} V- V7
i 1],
(Gt

If optimum value of « is not known, then it is advisable to replace it with its
estimator & and then we get the following estimator, given by

2 *2
a3:s*,2§£+&(s-* 1> (3.16)

y o2 2
s\’ SX

/\ —
Min.MSE ;) = MSE(3,) —

(3.15)

1 N .,
S ——— M 2
{<na +2p) n}sf (=) . .
where & = — denote a consistent estimator of a.

(G w) 0 |

. ~ o
To find the mean square error of the estimator 3, let us define x = 5 1,

where E(x) = O(n!), then, MSE of i is given by

MSE(93) = E(bs — S2)’ = E[S} (1 + & —n+n" —en) +a(l +1)5 ~ S’

~ MSE() + az{m— %}(104 —1)

+2asy2{—q—1———1}(122— 1) (3.17)
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i.e. which is approximately same as MSE(f;). It is remarkable here that esti-
mators 0, and 93 may take inadmissible value, i.e., negative value. Thus an
equally efficient alternative estimator has been suggested and is given below:

S2 /sr2\
N %2 X
b4 =5, _sg (ws)?) (3.18)

fora#1. If @ = 1 then it leads to the following strategy.

Strategy III: Here we again consider the situation when information on vari-
able y could not be obtained for r units while information on the variable x is
obtained for all the sample units. But the difference is that the population vari-
ance S2 of the auxiliary variable is not known. In this case we suggest another
ratio estimator as

N
[
b

(3.19)

<
e
N

Thus we have the following theorem.

Theorem 3.10: The approximate bias in the proposed estimator o5, up to terms
of order O(n™'), is given by

. 1 1
B(ds) = {(nq+—2m - N] S} (Aoa — Ax) (3.20)

Theorem 3.11: The asymptotic mean square error of the proposed estimator s,
up to terms of order O(n™!), is given by

R 1 1
MSE(s) = Hm —N}(Mo -2l +1)
1 1 2
+{ZJr(nquZp)_ﬁ}(%“_”]Sy4 G20

Theorem 3.12: An estimator of mean square error of s is given by
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#88065) = |{ G~ [ io — 215+ 1)

We acknowledge that it is worthy to study the properties of an another esti-
mator suggested by the referee as:

drer = 532 + (ST - 570) (3.23)

where 8* = s* /s*2 and it also remain non-negative.
xyl 9x
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