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Abstract: A family of density functions is considered which contains several life-testing models as 
specific cases. Uniformly minimum variance unbiased estimators are obtained for the positive and 
negative powers of the parameter, moments and reliability function. These general results provide 
the estimators for the specific models. 
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1 Introduction 

A lot of work has been done in order to obtain the uniformly minimum vari- 
ance unbiased estimators (UMVUE's) of the parameters, moments and reli- 
ability function associated with various life-testing models, like, exponential, 
gamma, Weibull, half-normal, Rayleigh, Erlang, generalized gamma, Maxwell 
and other distributions. For some citations, one may refer to Lehmann and 
Scheff6 (1950, 1955), Pugh (1963), Basu (1964), Patil and Wani (1966, pp. 41- 
44), Sathe and Varde (1969), Zacks (1971, pp. 101-102), Gray, Watkins and 
Schucany (1973), Tyagi and Bhattacharya (1989), and others. 

The purpose of the present note is many-fold. In section 2, we consider a 
family of probability density functions (p.d.f.'s), which covers many life-testing 
models as specific cases. In section 3, we obtain the UMVUE's of the positive 
and negative powers of the parameter involved with the model and utilize 
them in order to obtain the UMVUE's of the moments. We also provide the 
UMVUE of the reliability function. 

2 The Set-Up of the Model and the Problems 

Let us consider the family of p.d.f.'s 

cxaC-t exp( -xC/~)  ; (x, 0, a ,b,c > 0) , f (x;  O, a, b, c) - obai .a  (2.1) 
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where 0 is assumed to be unknown  and a, b and c are known.  We note the 
following: 

(i) Fo r  a = b = c = 1, (2.1) gives the p.d.f, of  the one -pa rame te r  exponent ia l  
dis tr ibution [see Johnson  and Ko tz  (1970, p. 207)]. 

(ii) For  b = e = 1, (2.1) becomes  the p.d.f, of  the g a m m a  distr ibution and 
taking ' a '  as posit ive integer, (2.1) turns out to be the p.d.f, of  an Er lang 
distr ibution [see Johnson  and Ko tz  (1970, p. 166)]. 

(iii) Fo r  b = c, (2.1) gives the p.d.f, of the general ized g a m m a  distr ibution 
[see Johnson  and Ko tz  (1970, p. 197)]. 

(iv) For  a = 1, b = c, (2.1) represents  the p.d.f, o f a  Weibull  distr ibution [see 
Johnson  and Ko tz  (1970, p. 250)]. 

(v) For  a = 1/2, b = c = 2, (2.1) is the p.d.f, of a hal f -normal  distr ibution 
[see Davis  (1952)]. 

(vi) For  a = b = 1, c = 2, (2.1) turns out to be the p.d.f, of the Rayleigh dis- 
t r ibut ion [see Sinha (1986, p. 200)]. 

(vii) For  a = ct/2, b = 1, c = 2, (2.1) becomes  the p.d.f, of the chi-distr ibution 
[see Patel,  K a p a d i a  and  Owen  (1976, p. 173)]. 

(viii) For  a = 3/2,  b = 1, c = 2, (2.1) gives the p.d.f, of  the Maxwel l ' s  failure 
distr ibution [see Tyagi  and Bha t t acha rya  (1989)]. 

F r o m  (2.1), it can be seen that  the r th m o m e n t  abou t  origin is 

r) 

_r(a+r/c)#r/c, 
r(a) ( r >  - a c ) ,  (2.2) 

and  the reliability function R(t) for a specified mission t ime t (>  0) is 

R(t) = P ( X  > t) 

_ 7(a, tc/o b) (2.3) 
r ( a )  ' 

where F(a) and 7(a, y) are, respectively, the g a m m a  and incomple te  g a m m a  
functions,  defined by  

F(a) = ~ x~- lexp( -x )dx  , (2.4) 
0 
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and 

y(a,y) = f x " - l e x p ( - x ) d x ,  ( a , y > O ) .  (2.5) 
Y 

3 UMVUE's  of the Moments and Reliability Function 

Given a random sample X I , . . .  ,X, ,  in what follows, we denote by the statis- 
tic T = ~ i~ l  X~. The following theorem provides the UMVUE's of various 
powers of the parameter 0 associated with the model (2.1) and the moments. 

Theorem 1: For r (> 0), the UMVUE's of ~', 0 -~ and/~'r are, respectively ~', 
O-r and/Y, where 

_ r ( n a )  Tr/b (3.1) 
F(na  + r/b)  ' 

O-r _ F(na) T -r/6 , (r < nab) (3.2) 
F(na  - r/b) 

and 

^, r ( , a ) r ( a  + r /c )  Tr/c 

/~r = l~(na + r / c ) r ( a )  " 
(3.3) 

Proof." From (2.1), the likelihood of observing __X = ( X b . . . ,  X,) is 

L(O;__X) = g(O, T)h(__X) , (3.4) 

where 

g(0, T) = onbaexp(--T/Ob) 
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and 

c v 
h(__X)---- lr-(~J [~ x , ~  , 

Applying Fisher-Neyman factorization theorem, it follows from (3.4) that T is 
a sufficient statistic for the family of distributions given by the p.d.f. (2.1). 
Denoting by Y = X ~, it is easy to check that the p.d.f, of Y is 

y~-I exp(-Y/0b) ; (Y, 0, a, b > 0) , (3.5) g(y; O, a, b) - ObaF(a ) 

i.e. Y has the gamma distribution G(y; 0 -b,  a). From the additive property of 
the gamma distribution, it follows that T has the G(t; O -b, na) distribution, the 
p.d.f, of which can be obtained from (3.5) on replacing y by t and 'a' by na. By 
a general result on the exponential family [see Zacks (1971, p. 69)], T is com- 
plete. Thus we conclude that T is a complete sufficient statistic for the family 
of distributions presented by the p.d.f. (2.1). From Theorem 1.2 of Lehmann 
(1983, p. 80) [see also Bahadur (1957)], for any function g(0), if we can find an 
unbiased estimator, which is a function of T, then it is a UMVUE of g(O). 
From the distribution of T, it is easy to check that ~ ,  ~)-r and fi'~, defined at 
(3.1), (3.2) and (3.3), respectively, are unbiased for if, 0 -r and/z'r, respectively, 
thus completing the proof of the theorem. 

Corollary I: The UMVUE of the rth(r >_ 2) moment about mean ~t r = 
E(X - la'l)" is given by 

( F ( n a )  ~ [/__~0(~) ( r - i )  
fi'= r(naT~/c)r(a)J ( - l ) ' r  a + -  T- 

Proof: We have the recurrence relation 

" " 
/I, = ( -1)  f lr- i f l l  , 

i=0 

which on using (2.2) gives that 

%r= f i ( ~ ( - l ) i ( l " ( a + ( r - i ) / c ) } ~  F(a+ 1/c)li~ r/c (3.6) 
,=o r ( a ) L T - ( ~ )  J " 

F(a+l/c)}i]Tr/~ 
r(a) 

The result now follows from (3.6) utilizing (3.3). 
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In the next theorem, we obtain the UMVUE of the reliability function. We 
first prove a lemma. 

Lemma 1: Let Y1 = X~. The random variables (r.v.'s) V1 = Y1/T and T are 
independent and the ratio Vj has the pAX. 

1 v~_a( 1 -- Ul)(n_l)a_ 1 
0 ( v , )  - 8 ( a ,  (n - l ) a )  (o _< vl < 1) . 

Proof" Since Yl d=G(yl;O b, a) a n d  T d  G(t;O b, na), the lemma follows from 
the well-known results for gamma distribution [see Johnson and Kotz (1970, 
p. 182)]. 

Now we prove the main theorem. 

Theorem 2: The UMVUE of the reliability function R(t) is 

R(t) = { lo-- IeTT(a,(n--1)a ) if T > t c 
if T <_ t c , 

where Iz(p, q) is the incomplete beta function ratio, given by 

1 z 
I z (p ,q ) -B (p ,q ) !  w P - I ( I - w ) q - l d w  (0<,7,< 1;p,q > 0) . 

Proof" We denote by Fv, (vl), the cumulative distribution function of V1. Let 
us consider the statistic 

S = { 1 0  i f  X l > t  
otherwise 

based on a single observation X1. Obviously, S is unbiased for R(t) and is 
complete and sufficient. We can write 

S = { 1  if Vl>tC/T  
0 otherwise. 
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N o w  R a o - B l a c k w e l l i z a t i o n  [see L e h m a n n  (1983, p. 81)] g ives  

E(SIT ) = Fv , ( tC/T)  , 

w h e r e / ~ v l  (vt)  = 1 - Fv, (vl). T h e  t h e o r e m  n o w  fo l lows  u t i l i z ing  L e m m a  1. 

Remarks: T h e  U M V U E ' s  for  the  p o w e r s  o f  the  p a r a m e t e r ,  m o m e n t s  a n d  reli-  

ab i l i ty  f u n c t i o n  a s s o c i a t e d  wi th  the l i fe- tes t ing  m o d e l s  c o n s i d e r e d  in sec t ion  1 

c a n  be  o b t a i n e d  f r o m  t h e o r e m s  1 a n d  2, m e r e l y  subs t i t u t i ng  the  va lues  of  a, b 

a n d  c. 
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