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Abst rac t -The  time-optimal control of MMA-MA copolymerization in a CSTR i~ treated for a grade-change 
operation. The control objective is to bring system specifications, such as polymer production rate and polymer com- 
position, to desired values in minimum time. The initiator concentration is chosen as a manipulated variable. Two 
cases are considered: One is to get the time optimal control for both a desired polymer production rate and a desir- 
ed weight composition of MA in dead copolymer; the other is only for a desired polymer production rate. In nu- 
merical calculation, the final t~ ~ is chosen at each iteration as the time at which the system reached steady-state. This 
allows us to use a more easily manipulatable form of the performance index and at the same time not directly use 
the free final time boundary condition. 
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I N T R O D U C T I O N  

A grade change operation involves the production of two 
or more products with different properties or specifications in 
one reactor system by changing operating conditions. The fre- 
quency and magnitude of grade changes are determined by 
both prices and market demand. Recently, growing environmen- 
tal regulations and ever-increasing public awareness have forc- 
ed companies to pay attention to pollution prevention. Since 
off-specification products during transient time usually cause 
serious treatment problems, we want to shorten, as much as 
possible, the time required for the grade change and thereby 
minimize off-specification products during the transient time. 
The time-optimal control of a polymerization process involves 
finding the control input trajectory for polymer properties, 
such as molecular weight and composition, or system spec- 
ification, such as polymer production rate and conversion, to 
reach desired values in minimum time. 

Studies on the optimal control of a polymerization reaction 
mostly deal with optimal control of homopolymerization in a 
batch with a relatively simple model. Sacks et al. [1972] appli- 
ed the minimum principle to determine optimal temperature 
and initiator addition policies that minimize reaction times 
for chain addition polymerizations in batch reactors. Ponnus- 
wamy et al. [1987] also applied the minimum principle for 
the time optimal control of the free radical solution polymer- 
ization of MMA in a batch reactor. The minimum principle 
requires numerically intensive computation of nonlinear differ- 
ential equations to solve two point boundary value problems. 
Therefore, Chang and Lai [1992] p ~  a modified two step 
method to determine the time profiles of reactor temperature 
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and initiator concentration for a prescribed molecular weight 
distribution (MWD) in a free radical polymerization batch reac- 
tor. 

In spite of  the importance of a grade change operation in 
a continuous polymerization process, only a few studies have 
been performed. McAuley and MacGregor [1992] determined 
optimal open-loop policies for optimal grade transitions in 
a gas phase fluidized-bed polyethylene reactor using a con- 
trol parameterization approach that discretized control input 
and approximated it as a ramp function in each interval. Lee 
et al. [1997] obtained time-optimal control policies based on 
a parameterization approach for the start-up or grade change 
operation of a copolymerization system using genetic algori- 
thms with converging range on control inputs. However, the 
result obtained by the parameterization approach is just an ap- 
proximation of the optimal control input trajectory. 

Therefore, we propose a method for obtaining an optimal 
control input trajectory rigorously based on the minimum prin- 
ciple even for highly complicated nonlinear polymerization re- 
actions. We here deal with the time-optimal control of the iso- 
thermal free radical solution copolymerization of MMA (Methyl 
Metacrylate)-MA (Methylacrylate) in CSTR. 

R E A C T I O N  MECHANISM OF MMA-MA 
C O P O L Y M E R I Z A T I O N  

We consider one initiation step, four propagation steps, three 
termination steps and two chain transfer reactions [Lee, 1995]. 
The initiation step is 

I ~  2R 

The propagation steps are 

A~j- +A~--~--~ A,§ j �9 
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A~j" +B 1 ~  Bt j,l - 

B ~ "  + A ~ - ~  AuLj - 

B~j-  +B-- -~  B~ j.~ - 

The termination steps by combination are 

k~ 
A~ j - + A ~  ,. - ~ Pz+,, j+m 

A~ j �9 +B , ,  ,. - - ~  P.,~ j .=  

k~ 
Bt j �9 +B,~ m " - - - - *  PI... j§ 

where k,,b = ~/k~ k ~ ,  and the chain transfer reactions are 

kro 
A~j- + T - - ~ P t  i+T.  

k~ 
Bt j - +T ~ P~ ~+T - 

By quasi-steady state approximation, the concentrations of 
free radicals are 

2k/Ci 
CA "= k~ + 2zl~b +zZk~ 

c~-=ZCA �9 (1) 

where Z = k ~  C a " Reaction rates are obtained by using the 

long chain hypothesis. 

RA = ~ + zxl~, +Z~k~ 

+k~ k= + 2 x ~  +X~k,~ ca 

R, = lq~ + 2 ~  + z2k,~ 

(k 4 2kiC' 
Rz = ro k~ + 2zk ~ + zEk~ 

. . . . .  

Z ~  21q Ci 
+krb k,~ + 2 Z ~  +x~k~ Cr 

R,,a ---Ra 
ReB = - R  s (2) 

The kinetic parameter values are k~=0.01, 1~o=262.71, kmb= 
155.50, i~=1000.0, i~=340.0, k~=1.4967e+6, k~=1.1196e+ 
6, kro=102A9, k~=23.767 [Lee, 1995]. 

T I M E - O P T I M A L  C O N T R O L  FOR 
A GRADE CHANGE 

We consider the time-optimal control of MMA-MA copolym- 
erization in a CSTR for a grade-change operation. We want 

January, 1998 

to obtain the time optimal initiator concentration profile which 
makes both polymer production rate and weight composition 
of MA in the dead copolymer reach the desired values in min- 
imum time and stay there as steady state values for a contin- 
uous system. The usual practice is to define a performance in- 
dex (J) for optimal control of  a continuous system as in the 
following formula [Luus, 1993; McAuley and McGregor, 1992]: 

J = ~'wt(X(t) - Xd) 2 + w2(Y~ (t) - YMA, a) 2 dt (3) 

where, W=--0.6, Yu~,~--0-07 and wl, w2 are weight factors which 
denote the relative importance of each term in the perfor- 
mance index J. The polymer production rate and the weight 
composition of MA in the dead copolymer are defined as 

X=  Rama +geMs (4) 
(va + F s W  

C.~MB 
Yu~ - (5) 

Cpa Ma + C,,~Ma 

where Cea and CpB are the concentrations of two monomers 
MMA(A), MA(B) in the dead copolymer, respectively. 

However, since the integrand of the performance index is 
very complicated and highly nonlinear, as is often the case in 
a copolymerization process [MacCnegor and Hamielec, 1984; 
Ray, 1986], it is quite difficult to apply the minimum princi- 
ple directly. In a numerical calculation, if we integrate the 
state equations until they reach steady state and take the time 
required to reach the steady state as the final time t) ~ at each 
iteration and then modify it from iteration to iteration, we can 
obtain the same results for a continuous system by using the 
following performance index: 

J : f~' d t + w,(X~, - Xa )z + w2(Y~, ', _ y ~  ,d)2 (6) 

More details will be discussed later in the numerical procedure. 
We choose a control variable u(t) as the concentration of in- 
itiator: 

u(t) = C, (t) (7) 

The following state equations are derived from the material 
balances for two monomers MMA, MA, chain-transfer agent 
(T) and the concentrations of two monomers MMA, MA in 
the dead copolymer, CeA and Cen, with the initial values: 

dCk_ - C,, - C  k 
R t Ck(0 )=Ck,  k = A ,  B,T,  PA, PB (8) 

dt 0~ 

where the residence time 0~ depends on the feed flow rates. 
The flow rate of the initiator is very small compared with the 
total feed flow rate. Therefore, the change of the initiator flow 
rate has no significant effect on the total feed flow rate and is 
negligible. Since we manipulate only the flow rate of the initi- 
ator, we assume that the total feed flow rate and the residence 
time are constant. Next we define the Hamiltonian H as 

H = I + ~ P k  Or R k , k = A ,  B ,T ,  PA, PB (9) 
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and the costate equations as 

0Pk OH - - -  k=A,  B,T, PA, PB & 3Ck' 

~t - ~-r + -~-A "~A-A --Pr-~--A-A +PPA 3CA 

0Ps - PA 0RA 1 ORs - PT + PeA - -  
3t - ~-'BB - P s  --~r +~--B-B ~ ~ 

+ Pes oRs l 

j 

OPPB _ P•S (10) 
~t 0, 

Although the final polymer production rate and the final weight 
composition of MA in the dead copolymer are fixed, the final 
states are not completely fixed according to Eqs. (4) and (5). 
This problem is therefore a free terminal state problem. So 
we obtain the following boundary conditions at t:. 

Pk (tf) = 0{wI(X - xd)2 +~ckW2(YMA -- YMA. d)2} It = t,, 

k = A, B, T, PA, PB 

(OR A ORs 2wl(X-Xd) [_6j_M a + 
PA(t/)= (F A F s ) /V + ~. ~A-A MsJ I' 

2Wl(X - Xa) (0R a 0R A ] 
P~(t:)= (F. +Fs)/V t~-~  MA + ~ -  M.: I,=, 

Pr (t,) = 0.0 

2w2(YMA -- YMA. d XCpB MA Ms) 
PPA (t/') = -  (CeA MA + Cps Ms)2 It=t 

2w20f~ - Y~ .  d) Ms ( CpA MA + Cps Ms) 
Pro(t/) = (Cp,~ M A + C/,sM/~) 2 

- 2w2(YMA-Yma'd)CesM2 I,% (11) 
(CpA MA + Cps Ms )2 

Because the terminal t: is not specified, we can obtain anoth- 
er boundary condition, 

H(t f )  "~ 0{wI(X - Xd )2 + w2(YMA -- YMA ' d )2} 
~t [' % = H(tf) = 0(12) 

If the control input is not constrained, it should satisfy the 
following necessary condition to minimize the performance 
index. 

0H 0RA ORs 0Rr 0RA ORs 
0C i - P A - - - - P B - - - P T - - + P P A - - + P P B  

~C i OC i ~C i ~C i ~C i 

=0 (13) 

As a special case of the previous problem, we also obtain 
the time optimal initiator concentration profile that minimizes 
the required time to reach only a desired polymer production 
rate. We define the performance index J as 

J=  ~ dt + w(X~, - Xd) 2 (14) 

where X~=0.7. The polymer production rate X is defined as 

X =  RAMA +RBMB (15) 
(FA + Fs)/V 

We choose a control variable u(t) as the concentration of in- 
itiator again: 

u(t) = C, (t) (16) 

The state equations are again obtained from the material bal- 
ances for two monomers MMA, MA and chain-transfer agent 
with the following initial values: 

dC k Ck, - C k 

dt Or 
R k Ck(0)=Ck~ k=A,  B, T (17) 

Here the residence time 0f is constant for the same reason as in 

the previous problem. Next we define the Hamilton(an H as 

H = 1 + ~Pk 
k 

C,~, -- C t ] 
"x 

0f R,) ,  k = A , B , T  (18) 

and the costate equations as 

0Pk 0H 
~t 3C k 

- - ,  k=A,  B, T 

0P~ 
-- --PA 

3t 
1 ORA "~ ORs ORT 

0~- + ~A-A ) - Ps ~ - A  - P r ' ~ -  A 

3Ps -P~ o ~  ( 1 
~t - '~s-s - P s  -~T 

OPT _ 1 0Rr 
T . . . .  PT --0f + --3CT 

t~RB / t)Rr 
+ ~ - B  -- PT-~---B-B 

(19) 

Although the final polymer production rate is fixed, the fi- 
nal states are not completely fLxed because of Eq. (15). This 
problem therefore becomes a free terminal state problem. We 
obtain the following boundary conditions at t:. 

~(w(X - Xd)~} 
Pk(tf) = OC t 

2w(X - X a) 
PA(t:)- (FA + Fs)/'V 

It=z,, k = A , B , T  

0Ra M ORB ] 
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2w(X - xd) 
PB(ts)= ('r +F,,)/V 

aRa aRB ] 
% 

Pr (t/) = 0.0 (20) 

Because the terminal time tr is not specified, we need the bound- 
ary condition 

a(w(X - x+)2} 
H(ts) + ~ l, % = H(tt') = 0 (21)  

If  the control input is not constrained, it should satisfy the 
following necessary condition: 

aH = - P a  ~RA aRB aRt 
3(2--- 7" ~ - PB ~ - Pr ~ = 0 (22) 
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Fig. 2. Initiator concentration and weight composition of MA 
as functions of  time. 

C O M P U T A T I O N  SCHEME 

Among many numerical iteration methods [Kirk, 1970; Sten- 
gel, 1986], we use the steepest-descent algorithm based on the 
gradient search direction method with some modification to 
implement our approach. At first, we assume the initial con- 
tml input trajectory ~~ then integrate the state Eq. (8) with 
the initial conditions and previous control input using Gear's 

aRa 
method, and store the resulting state trajectory and ~-7-a' 

aRa 3RB ORB aRr aRt aRr olR A OR B aRt 
acB' ac , '  a G '  ac , '  a G '  ac~' act '  ac , '  ac, 

values. Unlike the conventional approach, we select the final 
time t~ i) as the time at which the system reaches steady-state 
(i.e., when the system state variables do not vary any more 
within the given accuracy). This means that t~ ~ is not fixed 
during the entire numerical calculations, but it is fixed at each 
iteration step. Thus t) i) is modified from iteration to iteration. 
This technique allows us to use the performance index in Eq. 
(6) instead of that in Eq. (3) and to regard the problem as a 
fixed final time and free terminal state problem during the nu- 

merical calculation. Thus, it allows us to disregard the final 
a(w(X - xd) 2 } 

time boundary conditions H(t/)+ ~-  i,=, =0. The 

next step is to calculate Pk(t~ ~ using boundary conditions 
(11). Then using this value Pk(t~ '>) as the initial conditions of 

backward integration and with the stored values, we integrate 
OH the costate Eq. (10) from t (~ to to by evaluating ~ and mod- 

ifying the value of the control input variable by the relation- 
.+~ _ ,, ~ 0H(t) ship, C+ (t)-C, ( t ) - ~ - - ~ ( t )  ' Note that we set the control in- 

put value after t) ~ as constant (value at t) ~ to guarantee that 
the states after t) i) are steady states at each iteration. The stop- 

I t  

" C, (t)} <el, where ping criteria are checked next, ,~ ,3C,( t ) -  "-] 2 
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Fig.3. Polymer production rate and weight composition of  
MA as functions of  iteration number. 
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Fig. 5. Polymer production rate and initiator concentration 
a s  f u n c t i o n s  o f  time. 

et are predefined small positive constants. If the criteria are 
satisfied, the iteration is stopped; if not, the above procedure 
is repeated. 

RESULTS 

Fig. 1-7 show the results of the numerical computations. 
In Figs. 1 and 2, the initiator concentration trajectories, the 
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Fig. 7. P e r f o r m a n c e  i n d e x  J a s  a function of iteration n u m b e r .  

change of polymer production rate and weight composition 
of MA in the dead copolymer as functions of time, are shown. 
The polymer production rate (X) and weight composition of 
MA in the dead copolymer (YuA) reach the desired values (X~ 
=0.6, YM~ d=0.07) quite well and stay there. We find that we 
should increase the flow rate of initiator until X and Y ~  reach 
the desired values, then keep it at that steady state value. Fig. 
3 shows that X and Y ~  reach the desired values as the itera- 
tion number increases. In Fig. 4, the values of the performance 
index (J) and t~ ') decrease until they reach minimum values as 
the iteration number increases. There is a point after which 
the values of X, Ym and t~ ~ do not vary any more within the 
given accuracy. Therefore, we can regard the values correspond- 
ing to the point as the final values, X, t, YM~ ,f and t r, respec- 
tively. We also obtained time as an optimal initiator concen- 
tration profile for a desired polymer production rate. Fig. 5 
shows the initiator concentration trajectory and the change 
of polymer production rate as functions of time. The poly- 
mer production rate reaches the desired value (X4---0.7) quite 
well and stays there. Fig. 6 and Fig. 7 show the polymer pro- 
duction rate (X), t) ~ and performance index (J) as functions 
of iteration number. As the iteration number increases, X re- 
aches the desired value, and t) ~ and J decrease. There is also 
a point after which the values of X and t~ ~ do not vary any 
further within the given accuracy, and we can regard these 
values as the final values, X, r and t I. 

CONCLUSIONS 

It is shown in this study that a modified application of 
the minimum principle for complicated nonlinear polymer- 
ization reactions successfully results in the optimal control 
trajectory. The time-optimal control of a continuous MMA- 
M A  copolymerization system is treated here for a grade-cha- 
nge operation. We select the initiator concentration as a mani- 
pulated variable and obtain the optimal control trajectories, 
the time-optimal initiator concentration profile for both the de- 
sired polymer production rate and desired weight composi- 
tion of MA in dead copolymer, and the time-optimal initiator 
concentration profile for the desired polymer production rate. 
Since highly complex and nonlinear polymer reaction steps 
are involved, application of the minimum principle is rather 
messy but leads to the desired optimal trajectories. In numeri- 
cal calculations, we select at each iteration the final time t} i) 
as the time at which the system reaches steady state. This 
technique allows us to use a more easily manipulatable form 
of the performance index and to regard the problem as a fix- 
ed final time and free terminal state problem during the nu- 
merical calculations. Then the complicated final time boundary 

Oh condition, H(tl)=0 (usually H(tf) +--~-I, =~ =0) is not needed. 

This saves much time and effort in computation. The pro- 
cedure is also applicable to time-optimal control of other 
complex and highly nonlinear continuous systems. 
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N O M E N C L A T U R E  

A : 

A t  i �9 �9 

B : 

B ~ ; -  : 

C k  : 

C~r : 
C~o : 

Ck- : 
F,  : 

H : 

I : 

J 

k : 
MA : 
MMA : 
M, : 

P : 
P ,  : 

Rk : 

T : 
t: : 
t(i) : 

to : 
V : 
W : 

X : 
Y~t4 : 

monomer MMA 
free radical that ends with monomer A 
monomer MA 
free radical that ends with monomer B 
concentration of species k [kgmol/m 3] 
feed concentration of species k [kgmol/m 3] 
initial concentration of species k [kgmol/m 3] 
free radical concentration of species k [kgmol/m 3] 
mass flow rate of species k [kg/hr] 
Hamiltonian 
initiator 
performance index 
reaction rate constant [m3/kgmol s] 
methylacrylate 
methyl methacrylate 
molecular weight of species k 
dead copolymer 
costate variable of species k 
reaction rate of species k [kgmoi/m 3 s] 
chain transfer agent 
final time [sec] 
obtained final time at each iteration [sec] 
initial time [sec] 
reactor volume (25 m 3) 
weighting factor 
polymer production rate per monomers used 
weight composition of MA in dead copolymer 

Greek Letters 
e : predefmed small positive constant 
Or : residence time [sec] 

�9 k~bCB 
Z k~CA 

Subscripts 
A : monomer MMA 
a : monomer MMA 
B : monomer MA 
b : monomer MA 

d : desired value 
i : initiator 
PA : monomer MMA in dead copolymer 
PB : monomer MA in dead copolymer 
p : propagation step 
T : chain transfer agent 
t : termination step 
t r : final time 
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