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Abstract-Two prediction schemes-time series analysis and parameter estimation method-were investigated to predict 
the formation of ozone in Seoul, Korea. Moving average method and double exponential smoothing method are ap- 
plied to the time-series analysis. Three typical methods, such as extended least squares (ELS), recursive maximum 
likelihood (RML) and generalized least squares (GLS), were used to predict ozone formation in a real time parameter 
estimation. Autoregressive moving average model with external input (ARMAX) is used as the model of the parameter 
estimation. To test the performance of the ozone formation prediction schemes proposed in the present work, the pre- 
diction results of ozone formation were compared to the real data. From the comparison it can be seen that the pre- 
diction scheme based on the parameter estimation method gives a reasonable accuracy with limited prediction horizon. 
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I N T R O D U C T I O N  

Recently, substantial evidence has been accumulated that 
ozone affects the health of  human beings and animals, dam- 
ages vegetation and soil, deteriorates materials, affects climate, 
reduces visibility and solar radiation, and contributes to safety 
hazards. Ozone is not emitted directly by sources but formed 
in the atmosphere by chemical reactions. For the analysis of 
the ozone formation in air pollution it is therefore essential 
to understand the chemical processes taking place in the atmos- 
phere. To characterize ozone formation in air pollution many 
efforts [Carter et al., 1979a, b; Sakamaki et al., 1982; Fan et 
al., 1996] have been devoted to the experimental investigation 
of  air pollution chemistry. Roadknight et al. [1997] used an ar- 
tificial neural network to model the interactions that occur 
between ozone pollution and climatic conditions. 

It is of great interest to determine whether computer mod- 
eling can produce reasonable accuracy on the prediction of 
ozone formation in air pollution. Oh and Yeo [1998] modeled 
and simulated ozone formation from a propene-nitrogen oxide- 
wet air "mixture by using a detailed reaction model. However, 
because of the large number of important reactions taking place 
in the atmosphere, the prediction of ozone formation based on 
the identification of the chemical reactions is very difficult. 
Furthermore, their natural fluctuations contribute to the observ- 
ed variation in the frequency and the intensity of episodes in 
different geographic locations and at different times of the year. 

Therefore, in the prediction of ozone formation, the mass 
conservation equation representing the combined problem of 
transport, source, and sink terms such as emissions, chemistry 
and removal at the surface have been used in most urban and 
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regional photochemical models so far [Carmichael et al., 1986; 
Chang et al., 1987; Venkatram et al., 1992; Scheffe and Morris, 
1993]. However, though the mass conservation equation can 
be used as a data analysis tool of air quality, this equation 
does not yet give a reasonable accuracy on the multi-period 
ahead prediction due to the deviations of the wind field, diffu- 
sion and chemistry by natural fluctuations. For these reasons 
we employed the time-series analysis and the parameter esti- 
mation method as the prediction schemes of ozone formation. 
The moving average method and double exponential smoo~ing 
method can be used in the time-series analysis. Extended least 
squares (ELS) method, recursive maximum likelihood (RML) 
method and generalized least squares (GLS) method can be 
used to predict ozone formation in real time parameter estima- 
tion. To test the performance of  the ozone formation predic- 
tion schemes proposed in this work, the prediction results of 
ozone formation were compared to the actual measured data 
of  ozone formation. 

TIME-SERIES ANALYSIS 

1. Moving Average Method 
The accuracy of a prediction depends on the accuracy of the 

data, the stability of  the data-generating process, the length 
of the prediction period and the prediction method used. The 
regression method requires that the values of the independent 
variables in the prediction must be known. But, if the inde- 
pendent variables are random variables, we can get a reasonable 
prediction. A class of much easier to use tracking models that 
does not require exogeneous independent variables is the mov- 
ing average method [Elsayed and Boucher, 1994]. The mov- 
ing average method tracks the changing movement of the vari- 
able of interest as a function of its prior level. When a trend 
occurs in the data-generating process, the appropriate descrip- 
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fionis as 

y, = ao, , + aL/r+ e~ (1) 

where ao~, ax~, g and e; are the levels assumed to be chang- 
ing with the trend at time t, the slope at time t, the number 
of periods into the future for which the prediction is to apply, 
and the random variable that represents the random noise in 
the data, respectively. The model of the process (1) can be 
written as 

y; = + a;,T (2) 

where the superscript �9 denotes the values related to the modeL 
In Eq. (2) a~ and a'~ are parameters to be adjusted, which can 
be obtained farm the simple moving average and the double 
moving average. The observed value y, can be written by us- 
ing the simple moving average as 

y, = MA,/1] + ( - ~ - ) a ~  (3) 

where MA~ ~l represents the simple moving average taken at 
time t and n is the number of observations in MA~ ~j. The dou- 
ble moving average is defined by the form 

MA~2]= 1 ~ MAjI] (4) 
n i~--~+1-- 

The double moving average is a moving average of the sim- 
ple moving average. The double moving average lags the sim- 
ple moving average by the same amount as the simple mov- 
ing average lags the actual level of the data. This observation 
leads to the following estimation for the level ao~ as 

8~j = MA~ [1] -I" (MAt[l] -- MA~ 2]) = 2MA~ ll] - MAt[21 (5) 

Also, since yi=~, the parameter ~t~ can be obtained from Eqs. 
(3) and (5) as 

= ~ (MAt[ 11- (6) ( -- / MAGI2]) 

In this work the prediction of demand is computed by using 
Eqs. (2), (5) and (6). 
2. Double Exponential Smoothing Method 

Exponential smoothing is a mathematical technique that u- 
tilizes the same principle of an N-period moving average and 
does not require historical data over a long period of time. Ex- 
ponential smoothing is especially useful for short-term predic- 
tion [Eisayed and Boncher, 1994]. The model of the system (1) 
can be written by using simple exponential smoothing method 
of the form 

Yt* = r + (1 - a)yt'_ 1 
= ~ ,  + o(1 - c0y,_l + 0(1 - a)~y,_2 

+. �9 �9 + 0 ( 1 -  a)t-1Yt + ( 1 -  ~ (7) 

where a is the weight parameter on the actual data. Defining fl 
as fl= 1 -  a, we have 

Yt* = ~cYt + r + ~ t - 2  + ' "  "+~ff-tYl +/~Y; 

t-1 
= y , .  + y ;  (8) 

The e ~ t i o n  of y; is given by 

t-1 
E [y;] = ~f fE[y ,_~]  + ffYo 

t - 1  

= ~ f f  [ao~ + al, (t-i)] + ffYo (9) 

As time periods increase (t--,oo), if--,0 and 

ELV/] = a0~ + alfl - fl-dat~ 

= ElY, ] - -~a at; (10) 

Double exponential smoothing can be obtained by substituting 
y ;  for y, in Eq. (7) as the exponential smoothing of a simple 
exponentially smoothed series such as 

y*t2] = wy{ + fly'[2] (11) 

where ~[2] is the double exponential smoothing prediction value. 
The expectation of y;el can be written as 

fl a (12) E[Yt*[2]] =E[Yt*]- "~ 1~ 

Therefore, 

al~ = ~(E[y,'] - E[y/[2]]) (13) 

From Eqs. (10) and (12) we have 

E[yt] = 2Ely/] - E[Yt*[2] ] = aoa (14) 

The estimates of ao~ and al~ can be obtained from Eqs. (13) 
and (14) respectively, as 

a~, =2L* - L't2] (15) 

0~ , 
a~ = "~(Yt - Yt *[2]) (16) 

In this work, the prediction using double exponential smooth 
method is computed by Eqs. (2), (15) and (16). 

PARAMETER ESTIMATION METHOD 

The parameter estimation method used in the present work 
is primarily intended for process identification in an adaptive 
conCol system. Many efforts have been devoted to the develop- 
ment of the effective parameter estimation [Frick and Valavi, 
1978; Kubmsly, 1981; ~aang, 1983; Wang et al, 1987]. Samson 
[1983] analyzed the identification methods for the discrete-time 
system subject to bounded disturbances. Oh and Yeo [1996] 
and Choi et al. [1988] have used the Autoregressive moving 
average (ARMA) model and ARMAX model in on-line iden- 
tification. However, the ARMA model cannot represent the 
effect of the disturbances on the system output. Therefore, in 
this work the ARMAX model, ARMA model with external 
input, is used as the model of the parameter estimation. The 
multi-input single-output process for ozone formation can be 
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described by ARMAX representation of the form 

n m n 

y(t+ 1) =i~a/y(t + 1 - i ) +  5". ~b . .u . ( t  + 1 - d  - i )  
j = l i = l  1 #  1 

n 

+ i~c/e(t + 1 - i) + e(t + 1) (17) 

where n and m denote the model order and the number of  
inputs. The model of  the process (17) can be written as 

t l  m n 

y*(t+l) = i=2=lai*Y(t + 1 - i) + E YbT,u;(t + 1 - d - i) 
= j = l i = l  ~ " 

n 

+ i__~=lci*e(t.= + 1 - i) 

= O*(t + 1)r ~(t) (18)  

where O* and r are the model parameter vector and the pro- 
cess data vector, respectively, and d is the known time de- 
lay, but we do not need exact knowledge of the process 
structure. In order to estimate the model parameter vector 0", 
we use a recursive parameter estimation algorithm [Landau, 
1990] of the form 

O*(t + 1) = g(k) + F(t)~(t)r/(t + 1) (19) 

where 

0*(t) T = [a~ a~(t), b11(t).., bin(t) . . . . .  

b,~l(t).., b,~(t), ei(t) . . ,  c2(t)] 

and the prediction error r/ is defined by 

r/(t + 1) = y(t + 1) - y*(t + 1) 
= y(t + 1) - 0"(t)r~(t) (20) 

1 + r 

The adaptation gain F in Eq. (19) is calculated as follows : 

F(t + 1)=-~1 (t)[F(t) - Z2(t)~a(t )F(t)$(t)~(t)rF(t) ] +  ~t)rF(t)~(t) (21) 

where 

0 < ~ ( t )  _< 1 

0 <22(t) < 2 

F(O) = 

O 

O I > 0  

The process data vector r for the ELS method is represent- 
ed as 

r r = [y(t)... y(t - n + 1), ul(t)...Ul(t - n + 1), 

.... ~ ( t ) . . . u~ ( t -  n + 1), r/(0...r/(t- n + 1)] (22) 

For RML method, ~ can be written by 

1 [y(t). . .y(t - n + 1), Ul(t)...ul(t - n + 1), r = C'(t, q - l )  

.... Um(t) . . .~(t-  n + 1), r/(t)...r/(t- n + 1)] (23) 

In Eq. (23) the estimated polynomial C'(t, q-1) at instant t is 
written as 

C*(t, q-i)= 1 + e;(t)q -1 (24) 

which corresponds to the filtering of the component of  $(t) 
for the ELS method by 1/C'(t, q-l). r for the GLS method 
is given by representation of the form 

r r = [y(t)...y(t - n + 1), U l ( t ) . . . U l ( t  -- n + 1) . . . . .  

urn(t)...Urn(t-- n + 1), a( t ) . . .o( t -  n + 1)] (25) 

The quantity a(t) is estimated as follows: 

o(t) = [ (1  - a ; ( t ) q -  ! - . . .  -a~(t)q')y(t)] - [b11(Oul(t - d - 1) 

+ . . .  + b~nul(t - d - n) + , . .  + b,~lUm (t - d - 1) 

+ . . .  + b~,um(t- d -  n)] (26) 

RESULTS AND DISCUSSION 

Data used to test the performance of the ozone formation 
prediction schemes proposed in this work were provided by 
the Korean Environmental Office and were collected in the 
form of hourly readings of  pollutants for May 11-14, 1996. 
The air pollutants used as parameters were ozone, nitrogen di- 
oxide, sulphur dioxide, total hydrocaibon, methane, carbon mon- 
oxide, and nitrogen monoxide. Fig. 1 shows the results of one 
hour ahead prediction of the ozone formation using lime-series 
analysis. In Fig. 1 the periods of  moving average and the 
weight parameter a of double exponential smoothing method 
are 24 hours and 0.3, respectively. From Fig. 1 we can see that 
the time-series analysis used in this work gives a reasonable 
trend of ozone formation, hut it lags the actual level of the 
data. Such a lag produces a serious prediction error, which is 
the main reason why the time-series analysis uses a specified 
past data in nature. 

Fig. 2 shows the results of one and two hours ahead predic- 
tions of  ozone formation based on the parameter estimation 
method. In order to predict the ozone formation by using the 
parameter estimation method, the prediction of the other pol- 

Fig,. 1. One  h o u r  ahead prediction results o f  03 formation using 
the  t ime . ser ies  analys is .  

January,  1999 
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Fig. 2. One and two hours ahead prediction results of 03 for- 
marion using the parameter estimation method. 

Fig.3. Three and five hours ahead prediction results of 03 for- 
marion using the parameter estimation method. 

lutants causing the ozone formation is required unlike the time- 
series analysis. While ozone is formed in the atmosphere by 
chemical reaction, the other pollutants are mainly generated 
by many sources. Therefore, ozone formation was predicted by 
the parameter estimation method with the ARMAX model 
which can be applied to the identification of the chemical reac- 
tions effectively, while the other pollutants causing the ozone 
formation were predicted by time-series analysis and were put 
into the form of a set of process data vector to predict ozone 
formation using the ARMAX model. A high initial gain, GI= 
1000, was chosen because an initial parameter estimation was 
not available, and the initial values of the model parameters 
were set to 0. In Eq. (21),)~l(t) and )~(t) were set to 0.99 and 
1.5 by trials. One hour was chosen as the model time delay 
and the second-order model was used. From Fig. 2 we can 
see that the parameter estimation method gives a reasonable 
trend of ozone formation and the lagged errors are reduced as 
compared with the prediction results based on the time-series 
analysis. Also it was found that the ELS method results in po- 
sitive prediction errors, while the prediction errors by RML and 
GLS methods are negative. 

Three and five hours ahead prediction results are shown 
in Fig. 3. As can be seen, the prediction errors of  ozone for- 
mation increase with increasing length of  prediction periods. 
This is due to the accumulation of the prediction errors of the 
other pollutants predicted by the time-series analysis. Fig. 4 
shows the results of  prediction of ozone formation for the 
change of model time delay. From Fig. 4 we can see that the 
one hour model time delay gives an accurate prediction result 
as compared with the other model time delay. Fig. 5 shows 
the prediction results using the second-order model compar- 

Fig. 4. One hour ahead prediction results of  03 formation us- 
ing the parameter estimation method for the change 
of model time delay. 

ed to those from the first-order model. From these results it 
can be seen that the second-order model provides better predic- 
tion results than the first-order model. The prediction results 
of ozone formation using the arithmetic and geometric mean 
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the parameter estimation method gives a reasonable accuracy 
on the limited period ahead prediction. 

CONCLUSION 

In the present study the two prediction schemes of ozone 
formation based on a time-series analysis and the parameter 
estimation method are tested. While the time-series analysis 
used in this work gives a resonable trend of the ozone for- 
mation, it lags the actual level of the data. Further studies 
on the application of the time-series analysis are required to 
improve the effectiveness for the prediction of ozone forma- 
tion. The parameter estimation methods used in this work give 
a reasonable accuracy on the limited period ahead prediction 
of ozone formation and the lagged errors are reduced as com- 
pared with the prediction results using the time-series analysis. 
However the prediction errors of ozone folmation increase with 
an increase of the length of periods into the future. The deve- 
lopment of an effective prediction scheme on the multi-period 
ahead prediction is a topic for future research. 
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