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Abstract 

This article describes the Java-based version of the magnetic resonance user interface (MRUI) quantitation package. This 
package allows MR spectroscopists to easily perform time-domain analysis of in vivo MR spectroscopy data. We show that the 
Java programming language is very well suited for developing highly interactive graphical software applications such as the MRUI 
software. We have also established that MR quantitation algorithms, progran-mqed in other languages, can easily be embedded 
into the Java-based MRUI by using the Java native interface (JNI). This new graphical user interface (GUI) has been conceived 
for the processing of large data sets and uses prior knowledge data-bases to make interactive quantitation algorithms more 
userfriendly. ~�9 2001 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

1.1. A ne~" G U I j o r  the M R  E&" package  

The advanced signal processing software package 
magnetic resonance user interface (MRUI) [1 ]  allows 
MR spectroscopists to easily perform time-domain 
analysis of in vivo MR data.  

In the first MR UI version, the graphical user inter- 
face (GUI) ran in the MATLAB [2] environment [3,4]. 
In tStct, the GU!  part was written as a set of MATLAB 
M-scripts and functions. This requires MATLAB ver- 
sion 4.0 or higher. This MATLAB version is now used 
world-wide by about 300 groups. In the context of the 
TMR European project A d v a n c e d  S~gnal Process ing j o t  

M e d i c a l  M a g n e t i c  Resonance  L~utging and  Spectroscop) '  
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milly). 

[5] funding the MRUI  development, it was decided to 
undo the MATLAB software requirement. A new and 
more user-friendly GUI has been designed, written 
completely in the Java programming language [6-I1]. 
In this article, we describe the essential components of 
the GUI which has an extensible architecture, and the 
(new) fi.mctionalities of the MRUI  software package. 

The Java-based MRUI  package offers. 
�9 Black box quantitation algorithms based on singular 

value decomposition (SVD); the state space methods 
HSVD [12,13], HLSVD [14] and HTLS [15] and the 
linear prediction methods LPSVD [16], EPLPSVD 
[17,18] and LPSVD(CR) [19-21]. These non-interac- 
tive black box techniques are efficient for quantitat- 
ing signals with good signal-to-noise ratios. They are 
also helpful in parametrizing signals of unknown 
composition and shape, but they cannot make use of 
all available prior knowledge. 

�9 Non-linear least-squares (NLLS) quantitation al- 
gorithm: AMARES [22]. This is an improved version 
of VARPRO [13,23]. For  more accurate quantitation 
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of e.g. in vivo MRS data, prior knowledge has to be 
imposed on the parameters. This can be easily done 
using NLLS methods. The Java-based MRUI offers 
the possibility to store the prior knowledge in a 
data-base. 

�9 Preprocessing algorithms such as rapid removal of 
dominant signals using HLSVD [14,24,25], or time- 
fi-equency analysis [26], Cadzow enhancement proce- 
dure for noise reduction [17,18], ER-Filter [27] for 
frequency selection and Gabor tools for peak extrac- 
tion and dynamic phase correction [28]. 

�9 Estimation of spectral parameters with their confi- 
dence intervals (Cram6r-Rao lower bounds) [29-31]. 

�9 Conversion routines for data files from most 
manufacturers. 

�9 Signal simulations. 
In future Java-based versions, finite impulse response 

(FIR) filters [32,33], time-series analysis based on 
AMARES [22,34], 2-D tools and advanced features 
such as spin-product operator modeling [35], a Cram6r- 
Rao tool box and algorithms for processing of magnetic 
resonance spectroscopic imaging (MRSI) data will be 
included. 

1.2. ~I~;hv Jaffa 

Since Java is an o,~iect-oriented language, writing 
software applications in Java means that one can benefit 
fi'om the concepts of object technology [36-40]. Apart 
from this important general aspect, there are some 
specific reasons why Java is our programming language 
of choice. 
�9 Java source code is compiled into Java b3'tecode, 

which is claimed to be platform-imtel~endent. Hence 
Java programs can run on any platform with a Java 
virtual machine (the Java interpreter and run-time 
system [6]). 

�9 The standard Java library contains the Swing pack- 
age [10,11], which is a complete collection of GUI 
elements. 

�9 Java supports multi-threading [41], which means that 
parts of a computer program can be executed in 
separate threads. Each thread executes its code inde- 
pendently of the other threads in the program. This 
offers the opportunity of enhancing the performance 
of programs, especially in case of interactive graphi- 
cal applications, and, the optimization of computer 
resources. 

�9 Java supports the Java native interface (JNI) [42], 
which enables users to make calls to native code. 

�9 With Java one can create so-called applets, which are 
programs that can be embedded in WWW pages. 
This means that they can be downloaded fi'om any 
WWW server. 

�9 Because of native code, the MRUI is not an applet. 
But in the future, embedding presentation fi_mctional- 

ities in an applet and computational functionalities 
from a server could be helpful. 
First, we give an overview of the software architec- 

ture. Next, we present two examples, the first is a 
quantitation with AMARES of an in vivo 3,p signal of 
a human brain, the second corresponds to the applica- 
tion of SVD-based methods for quantitating peaks of 
unknown shape. Finally, we discuss the implementation 
of the Java-based MRUI in terms of software and 
hardware. 

2. Software architecture 

In this section, we give an overview of the software 
architecture used in our Java-based GUI. We use the 
so-called unified modeling language (UML) class dia- 
grams. UML is a standard notation for visually describ- 
ing and interpreting object-oriented software 
applications [39,40]. An important aspect, is that the 
GUI has been conceived and designed for the processing 
of large data sets (time-series, MRSI). 

2. I. Directory~package hierarchy 

In Fig. 1, the directory/package hierarchy of the 
MRUI software system is shown. The notation is such 
that /PATH/mru•  indicates a subdirectory/ 
MRUI/name containing the source codes of the Java 
package [6] MRUI. Furthermore, /PATH/mrui/name/ 
methods stands for subsubdirectories/mru• 
ods, containing native source codes (mostly in Fortran 
77) of related quantitation or preprocessing methods. 
The subdirectory/PATH/mru• contains all the 
Java source code dealing with the graphical aspects. 
Finally, /PATH/mrui/images denotes the subdirectory, 
/mrui/images containing system icon files. 

From Fig. 1, it can be seen that mrui is the leading 
Java package. This package contains, among others, the 
mru i  class, which is the class running the main  method 
[6] of the Java application. The subpackages mrui .name 
take care of various aspects of the MR UI software [3] 
such as conversion of NMR spectrometer data files, 
quantitation, preprocessing or simulation of magnetic 
resonance spectroscopy (MRS) signals, graphical pre- 
sentation of results and tracking of preprocessing his- 
tory of MR UI sessions. 

In the next subsections the mru i  package and related 
mru i  .name subpackages will be discussed. 

2.2. The mrui package 

The mru i  class of the m r u i  package is the class being 
responsible for launching the MRUI application. To 
that end, its main method creates an instance (an object) 
of the mru i  class. During initialization the mru i  
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constructor creates a DesktopWin object and a His- 
tory object (see Fig. 2). Another important task of 
mrui is that it takes care of providing user-selected 
working modes, such as one-dimensional, two-dimen- 
sional or time-series MRS or MRSI. The various 
MRUI  GUI activities, accessible via the Ha inWin  
main window, are generated by clicking/selecting Swing 
GUI components of the MainMenu or the M a i n T o o l -  
Ba r  class (see again Fig. 2). 

A new interesting feature of the Java-based MRUI 
GUI is that one can follow the various preprocessing 
steps, taken in the course of an MRUI  session. To that 
end, instances of the p r e p r o c e s s i n g ,  D a t a  and 
H i s t o r y  classes work closely together. Also, the O u t -  
p u t T o o l B a r  attribute of MainWin (see Fig. 2) is 
directly involved in this visualization of MRUI  prepro- 
cessing history. Since the D a t a  class implements the 
S e r i a l i z a b l e  interface, complete states of objects of 
that class can easily be stored on disk by calling the 
wri teObj ect method  of  an Obj ectOutputStream 

[7]. This mechanism ofl%rs the MR UI user the opportu- 
nity of undoing preprocessing steps. 

2.3. The mrui. conversion package 

Conversion of the file structure of commercial NMR 
spectrometer data files into a structure suited for the 
MRUI  package is of paramount importance. The 
mrui.conversion package contains a number of 
classes to deal with this activity. By checking the file 
extension of the data files and file internal information, 
the MRUI  software is capable in an automated way of 
choosing the correct conversion algorithm. At present, 
conversion algorithms for various commercial NMR 
spectrometers are available, including Bruker, GE, MR 
Research (SMIS), Philips, Siemens and Varian. Also, 
the two internal formats of the MATLAB MR UI (.dat 
and .mat) and ASCII format are supported. 

2.4. The mrui . quanti tation package 

/PATH/ 

mrul 

mrul/convers] on 

mrul/quantitat :on 

m r u l / q u a n t l t a t l o n / ~ , ;  t4od.. 

mrul/preprocesslng 

mru l /p rep roces s ing / : , , e lhod .  ~, 

mrul/simulatlon 

m r u l / g r a p h  

mrui/history 

m r u i / d e s i g n  

mrul/modeldts 

mrul /modegabor  

mrul/mrsi 

mrul/images 

Fig. I. Directory/package hierarchy of MRUI software system. 

Quantitating (in vivo) MRS signals is one of the core 
activities when running the MRUI  program. The quan- 
titation process in fact means fitting some form of 
model Rmction to complex-valued data points, sampled 
in the time-domain [3]. The MRS signals can have 
either a one-dimensional (I-D) or two-dimensional (2- 
D) structure, or can be a time-series of 1-D signals. 
Furthermore, the MRS signals can be acquired either 
as free induction decays (FID's)  or as nuclear spin 
echoes [3]. 

Time-domain methods can be classified into two 
families, interactice and non-interactice methods. The 
latter, the black-box methods, require minimal user 
interaction and make use of the properties of the expo- 
nentially damped sinusoids and of singular value de- 
composition techniques. They are based on linear 
prediction (LPSVD) [16~19-21] or on state space meth- 
ods (HTLS, HSVD, HLSVD)[12-15] .  Although they 
are attractive because they are fully automatic, their 
serious drawback is that only limited prior knowledge 
about the model function can be incorporated in these 
algorithms. In contrast, interactive methods require 
more user interaction but allow inclusion o f a  consider- 
able degree of prior knowledge. This prior knowledge 
can be knowledge on spectral parameters of the signals 
but also knowledge on instrumental effects. These inter- 
active methods, such as VARPRO [23] or AMARES 
[22,34], are based on NLLS fitting and can accommo- 
date any model functions. 

In the next subsubsections, we describe how to im- 
pose spectral prior knowledge on MRS signal parame- 
ters and how to handle quantitation of MRS 
time-series. This will be illustrated using AMARES. 
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Mini" 
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launchSimulatton: void 

setSignal~o~d 

getSignal :double[Ill[] 

Preprocessing 

History 

History" 

v,~teCache:void 

read Cac he:boo lean 

Fig. 2. UML class diagram of the MRUI package. 

2.4.1. Handling prior knowh:,dge otz MRS signals 
Extracting parameters from MRS signals by fitting 

model fianctions to the data usually requires a lot of 
user interaction. This stems from the fact that NL (LS) 
fitting methods demand starting values tar the non-lin- 
ear parameters involved (see for instance [22]). In addi- 
tion, providing prior knowledge on the MRS signals 
requires strong user interaction. This prior knowledge, 
usually coming from the field of biomedicine/chemistry, 
can often be expressed as linear relations between 
model parameters of the same kind. For instance, im- 
posing chemical prior knowledge on multiplet struc- 
tures (i.e. knowledge of relative frequencies, amplitude 
ratios) can increase the quantitation precision by an 
order of magnitude [31]. Its use is highly recommended. 

Supposing that an MRS signal of a certain type is 
being quantitated for the first time. a first step to be 

performed is to obtain starting values for the spectral 
parameters via peak-picking on the Fourier transform 
of the signal [3] as can be seen in Fig. 3. Performing 
peak-picking, actually consists of interactively collect- 
ing, for each peak involved, its top/centre position and 
position at which the linewidth should be measured. 
The first value provides an estimate of the peak fre- 
quency. The second allows to estimate the decay con- 
stant, assuming one knows the decay function [3]. 
These starting values can be saved in a starting value 
data-base and reused for all experiments of the same 
type. 

After obtaining starting values, the second step of an 
AMARES-based MRS quantitation, is to provide spec- 
tral prior knowledge on the NMR peaks. This step is 
optional but highly recommended when prior knowl- 
edge is available. To that end, a number of classes were 
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developed, being part of the m r u i . q u a n t i t a t i o n .  
7~mares .model .priorknowledge Java package. 
The central prior knowledge class is called Prior- 
Knowledge .  Its task is to fill, retrieve and change 
prior knowledge information. This prior knowledge 
information concerns the parameters related to an 
N M R  peak, i.e. the frequency, the time-domain 
damping (decay) factor, the amplitude, the phase and 
the kind of damping function. Directly related 
to mrui. quanti tation, amares .model. priorK. 
RelationList, is the mrui. quanti tation. 
amares.model.priorK.Relation class (Rela- 
tionList is an aggregation of relation). This class is to 
be used to capture prior knowledge-based constraints 
on spectral parameters such as ratios and shifts and 
upper and lower bounds [22]. 

Providing prior knowledge in the Java-based MRUI 
is straightforward. The Java code, based on a grammar, 
allows the users to build/modify the sentences defining 
the wished constraints (see Fig. 4) for the capture of 
prior knowledge. Prior knowledge can be stored on disk 
into a prior knowlea'ge data-base. An interesting and 
powerful feature is that prior knowledge can be saved 

for the full spectrum (i.e. phosphorus spectrum), a part 
of the spectrum (i.e. ATP) and/or for some basic struc- 
tures such as doublet, triplet, etc. It is then possible, to 
load/reuse/combine the wished prior knowledge by 
loading the prior knowledge information from the data- 
base. A still easier way, based on default files, will allow 
the users dealing with the same types of signals to 
circumvent these steps and launch AMARES with one 
click. 

Then the AMARES quantitation code [22] is to  be 
called. Since it is written in Fortran, calling the code 
from the MRUI  Java environment should be carried 
out via the JNI [42]. At present, a direct call to Fortran 
via JNI is not supported. To circumvent this problem, 
we work with an interface function written in ANSI C. 

2.4.2. Handling quantitation o/" M R S  time-series 
For various biomedical applications, it is of interest 

to follow certain spectral parameters of MRS signals as 
a function of time. A well known example of such a 
time-series investigation is the study of 31p-MRS of calf 
muscle as a tkmction of exercise protocols (see for 
instance [17,43]). 

Fig. 3. First step for AMARES quantitation of a series of 3zp spectra of a human brain, capture of the starting values on non-linear parameters 
and saving in the starting value data-base. 
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Fig. 4. Second step for AMARES quantitation of a series of -~P spectra of a human brain, capture of the prior knowledge on spectral parameters 
and saving in the prior knowledge data-base. 

The Java-GUI has been conceived for processing 
such large data-sets. Presently, many signals can be 
loaded simultaneously, but the quantition is still done 
sequentially. Very recently Vanhamme et al. [34] have 
shown that statistically better results are obtained when 
quantifying simultaneously all signals o f  time-series 
MRS data sets. The AMARES times-series method, 
described in [34] (see also [22]), will be embedded in a 
future version of the MRUI. 

2.5. The  m r u i  . p r e p r o c e s s i n c y  package 

Within the MRUI package, preprocessing is defined 
as performing operations on MRS signals that change 
the values of the data points [3]. Examples are estima- 
tion of noise-tree signals by applying the Cadzow en- 
hancement procedure [17] or removing unwanted 
spectral features by applying SVD-based filtering 
[14,24,25]. These preprocessing steps are performed be- 
fore the quantitation step. 

The classes, developed for launching the various pre- 
processing methods; are /:orming part of the 

mrui.preprocessing Java package. The software 
offers the opportunity of manipulating CPU-intensive 
Cadzow preprocessing via the mechanism of adjusting 
thread priorities [41]. A last method to be mentioned, is 
the h i s t : o  method. This method plays a role in visual- 
izing the history of preprocessing steps on the MR UI 
O u t p u t T o o l B a r  (see again Fig. 2). 

A major preprocessing application of SVD-based 
methods is their use to remove dominant peaks such as 
the water signal in proton spectroscopy [24,25]. SVD- 
based methods allow a good fit of an arbitrarily 
damped sinusoid provided a sufficient number of singu- 
lar vectors is taken into account. Although the fit thus 
obtained is mathematical rather than physical, it can 
still be very useful for removing, e.g. a water peak from 
a signal. Subtraction is in the time-domain, so broad 
wings that extend throughout large parts of the spec- 
trum will disappear too, without affecting the ampli- 
tudes of the resonances of interest that may reside upon 
them. In Fig. 5, we show, as an example, the MR UI 
results obtained by applying Filter-HLSVD for remov- 
ing the water components from a brain tumor proton 
signal. 
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2.6. The mrui.simulation package 2. 8. Exports 

For testing new preprocessing and quantitation al- 
gorithms, the usual way is to simulate realistic signals 
with known spectral parameters. This can be done 
either with or without including noise realizations. In 
the current Java-based MRUI,  the simulation function- 
alities can be called via the classes of the 
mrui.simulation Java package. 

Results are presently exported in the html format 
which is platform-independent and can be downloaded 
from any WWW server. Moreover, they can be stored 
on disk and loaded/reused further. 

3. Examples 

2. Z The mrui.graph package 

The graph package aims at providing. 
�9 Signal displaying.functionalities, displaying of spec- 

tra or signals (real/imaginary/absolute parts), of sets 
of signals (time-series) and zoom. 

�9 A GUI for capturing values for preprocessing and 
quantitation methods (peaks characterististics, fre- 
quency interval selection, frequency domain shifting, 
etc). 
In an ideal way, this package should be seen as a 

graphical client, pluggable on a data server. 

3.1. Quantitation in presence o f  overlapping broad 
background 

The problem of quantitating peaks in the presence of 
overlapping broad background is crucial e.g. for proton 
spectroscopy when using short spin-echo times and for 
31p signals of brain. This point was addressed e.g. in 
[44] by comparing the pert~rmance of quantitation 
methods. 

In Fig. 6, we show as an example the MRUI  results 
obtained by quantitating with AMARES in vivo 3~p 
signals of a human brain. The measurements were 

Fig. 5. The HLSVE-Filter window showing a brain tumor proton spectrum, before and alter water suppression. This window is superposed on 
the 1-D mode window displaying the zoom in on the metabolite region. 
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Fig. 6. MRUI results obtained by applying AMARES to a series o f ~ P  spectra of a human brain. From bottom to top, the experimental spectrum 
obtained alter FFT of the acquired signal, the reconstructed spectrum obtained after FFT of the estimated signal, the spectrum of individual 
estimated peaks and then the spectrum of the residue. 

performed at 1.5 Tesla. Four initial points were missing 
due to the presence of the phase-encoding gradient for 
the spatial localization. The raw spectrum exhibits a 
broad hump due to signals from less mobile molecules 
(phospholipids). 

The following prior knowledge was imposed. (1) The 
ratios between the amplitudes of the peaks were 1"1 for 
the ATP doublets and 1:2:1 for the ATP triplet, assum- 
ing that the weak scalar coupling approximation is 
valid. (2) The damping factors of the peaks within a 
multiplet were kept equal. (3) The phases of all peaks 
were set to 0 relative to the estimated zero-order phase 
and the dead time of the receiver was estimated. (4) All 
scalar couplings were put equal to 16 Hz. Only the 
metabolite peaks were included in the fit and the hump 
was handled as follows. Since the hump is broad, the 
corresponding time-domain signal is strongly damped. 
To reduce its influence, we truncated three initial points 
and we invoked quarter-sine-wave weighting of the 20 
following samples of both the measurement and the 
model t;anction [45]. Since such weighting strongly re- 

duces initial samples, strongly damped signals are atten- 
uated correspondingly. 

3.2. Application of S VD to peaks of unknown sh~pe 

It is often of interest to quantitate NMR peaks 
masked by spectral components of unknown line 
shapes. In those cases, the unwanted overlapping back- 
ground features can be modeled in a mathematical way. 
as sums of exponentially decaying sinusoids. SVD- 
based methods [44,46] are quite well suited for this, 
since they do not require any starting values or prior 
knowledge. 

In Fig. 7, we show the MR UI results obtained by 
quantitating a simulated MRS signal with HLSVD [14]. 
This complicated signal contains a small NMR peak of 
interest at 3.13 ppm which is completely masked by a 
large background peak with an amplitude 40 times 
larger, centered around 2.35 ppm. This background 
peak was deliberately given a deviating decay function, 
leading to a Lorentz-broadened triangle in the Ire- 
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quency domain. HLSVD has approximated this trian- 
gle by a sum of Lorentzian peaks. Nevertheless, the 
estimated parameters of the peak of interest are not too 
poor, considering the strong overlap problem. For in- 
stance, the estimated amplitude is 1.4 whereas the true 
value is 1. Another proof that the HLSVD black box 
quantitation was successful, is the fact that the residue 
between the fitted model fianction and the simulated 
MRS signal contains only noise. 

The computational time, actually needed for carry- 
ing out the HLSVD analysis of the simulated signal, 
is around one second on a Notebook, with a processor 
Intel Pentium III 600 MHz and 128 MB RAM, 
working with Windows 98. This time is comparable 
with that of the "stand-alone Fortran 77 HLSVD 
program, when running on a Pentium II PC with 
Linux. 

4. Implementation 

4.1. Hardware and operating systems 

We used multimedia PC's for developing and testing 
our MRUI  software. As an example, we worked with a 
Gateway2000 GP7-500 XL Pentium III computer with 
256 MB memory and an 8 GB hard disk. In addition, 
we used Windows NT 4.0 as the operating system of 
choice. For testing platform independency of the GUI 
part, we ran MRUI  on Windows 95, Windows 98, 
Windows 2000, Linux and Unix on SUN (Solaris 2.6) 
and Silicon Graphics (Irix 6.3) servers. 

4.2. Sof tware 

The following software tools/packages were used to 
facilitate the development of the MRUI GUI. 

Fig. 7. MRUI result obtained by applying HLSVD to a simulated MRS signal. The large non-Lorentzian peak centered around 2.35 ppm is to 
be decomposed into a sum of exponentials in the related time-domain. The residue (top) between the filled model (middle) and the signal (bottom) 
contains only noise. 
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Fig. 8. The MRUI main-window, as displayed via Windows 95. 
Shown are the file main menu and the child window for choosing the 
MRUI working mode. 

platform concerned, most of the work has been done. 
After that, the whole MRUI  file system can be stored 
into an archive file. For instance, for the Windows 
95/98/NT system the current version of MRUI can be 
stored into a ZIP file of about 4.3 MB. Extraction of 
the files on the local computer takes about 30 s. This 
yields'a file system with about 6.4 MB of Java-related 
files and about 4 MB of Fortran-related dynamic link- 
ing libraries (DLLs). After extracting the MRUI files, 
the only other action to be done is installing the Java 
runtime environment 1.3 (JRE 1.3) from SUN. The 
Java-based MR UI software comprises now, approxi- 
mately 62000 lines in Java, 43000 lines in C and 35000 
lines in Fortran. 

5. Conclusions 

�9 The Java development kit (JDK), this is the standard 
Java package provided by Sun Microsystems. A 
problem is that the Java software is still under 
development. The latest version of Java, we are now 
working with, is JDK version 1.3 Beta [47]. 

�9 Together/J, this is a visual UML modeling tool for 
the Java programming language. The Java-based 
applications are designed by drawing the various 
diagrams of the UML approach [39,40]. In addition, 
the Together/J program generates automatically the 
source codes of the corresponding Java classes. At 
present, we are working with Together/J version 3.0 
[48]. 

�9 g77, This is the GNU Fortran compiler. We have 
used this compiler to build the Fortran 77-based 
libraries. At present, we are working with g77 ver- 
sion 2.91.57 [49]. 

4.3. Platform dependenc:v 

The Java-based MRUI software is only platform-de- 
pendent through calls to native code via the JNI [42], as 
is required for most of the quantitation and preprocess- 
ing methods. But, the GUI part of MRUI is in pure 
Java code and thus is really platform-independent. 

In order to illustrate the latter, we have made screen 
captures of some MRUI GUI windows, when running 
on various platforms. For instance, in Fig. 8 the MRUI 
main window is shown, as captured via Windows 95. It 
also contains the child window for choosing the MRUI 
working mode. Fig. 9 depicts the same working mode 
window, this time captured via the Linux operating 
system. The same Java class bytecode can really be used 
on both computer platforms, although small differences 
are visible in the two graphical presentations. 

installation of the Java-based MRUI on the various 
computer platforms is easy. Once the libraries for the 
native (Fortran) code have been generated for .... the 

The new Java-based MRUI is a non-commercial 
software developed in the context of the European 
Union project Advanced signal processing jor Medical 
Magnetic Resonance Imaging and ;5)gectroscopy [5]. It is 
tree for academics. 
�9 The package is user-friendly and does not entail 

hidden costs (license costs, compilers) for the users. 
Presently, this new MRUI includes most algorithms 
of the current MATLAB version plus new function- 
alities, Gabor tools for peak extraction and dynamic 
phase correction, simultaneous quantitation of large 
data-sets, prior knowledge stored in a data-base. 

�9 The work on the Java-based MRUI GUI confimas 
that the Java programming language is indeed well 
suited for developing highly interactive graphical 
software applications. Particularly the Swing part of 
the Java foundations classes [10] [11] appears to be a 
rich user interface class library. 

�9 Through the JNI approach [42] we can embed code, 
generated in Fortran, into our software. To that end, 
an additional interface function written in ANSI C is 
to be used since the currently applied J NI does not 
support direct interfacing to Fortran. 

e Analyzing UML class diagrams [39,40], produced by 
the Together/J visual UML modeling tool [48], is 

Fig. 9. The MR UI working mode window, as displayed via Linux. 
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helpful in better understanding and improving the [13] 
development of systems like the MRUI GUI. 

�9 Platform-independency of the Java class bytecode 
helps in simplifying the software installations on the [141 
various computer platforms. 
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