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O N  T H E  I N T E G R A B I L I T Y  O F  H Y P E R B O L I C  S Y S T E M S  O F  

R I C C A T I - T Y P E  E Q U A T I O N S  

A. A.  13o rmisov ,  1 E.  S. G u d k o v a ,  1 a n d  F.  K h .  M u k m i n o v  1 

We consider equations of the form Uzy = U * Ux, where U(x, y) is a function taking values in an arbitrary 
finite-dimensional algebra T over the field C. We show that every such equation can be naturally associ- 
ated with two characteristic Lie algebras, Lz and Ly. We define the notion of a Z-graded Lie algebra ~5 
corresponding to a given equation. We prove that for every equation under consideration, the correspond- 
mg algebra ~5 can be taken as a direct sum of the vector spaces Lz and Ly if we define the commutators 
of the elements from Lz and Ly by means of  the zero-curvature relations. Assuming that the algebra T 
has no left ideals, we classify the equations of the specified type associated with the finite-dimensional 
characteristic Lie algebras L~ and Ly. All of these equations are Darboux-integrable. 

I n t r o d u c t i o n  

In [1], the following nonlinear hyperbol ic  equat ion was considered: 

U=u = [[U, A], U=], (1) 

where U is a funct ion taking values in an a rb i t r a ry  finite-dimensional Lie a lgebra  21 and A is a cons tant  
element  of 92. Equa t ion  (1 ) i s  the compat ib i l i ty  condit ion of the over -de termined  linear sys tem 

1 
L(q~) = ~ :  - ~ U ~  = 0, = % - ( A A  + [U, = o.  (2) 

With  the help of the (L, A)-pair  (2), Eq. (1) can be integrated by the inverse sca t te r ing  method.  In [2 4], 
the case 92 = s/(2) was considered in detail.  

Equat ion (1 is a sys tem of the form 

u~u = kU Ju~,k i =  1 , . . . , N ,  (3) 

where U = u 'ei ,  e l , . . . , e N  is the basis of 2l and summat ion  over repea ted  indices has to be performed.  
The constants  C~k are defined by the coordinates  of the element  A and by the s t ruc tu re  constants  of the 
Lie algebra ~. 

In this paper,  we consider a class of systems of form (3) with a rb i t r a ry  coefficients C~k. Let  us note 
that ,  as a subclass, this class contains a sys tem of ordinary differential equat ions  of the form 

i i juk f ,  ? A y  . .  " ~  = a j k u  + (y ) ,  i = 1, N .  (4) 

Namely, if C}k ,i = Ckj,  then Eq. (3) can be integrated with respect  to x and the result is a sys tem of 
form (4). Therefore ,  systems of form (3) are, in a certain sense, a two-dimensional  general izat ion of the 
Riceati equation.  

Let us note tha t  the class of systems (3) contains many mtegrable  systeins. 
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As the first, example, we consider tim equation 

v~,~ = [u, u . ] ,  (5) 

w l i e r e  l/- is a func l ,  i ( in l .ak i lu4 va lu ( ' s  in an arl)it, rary t i n i t .e - ( l i n l~ !ns i ( )na l  L i e  al~(,I)ra Ql. l i  w:-I>; s h o w n  in I5] 
i l i ; t l  t i f f s  C~lual. i~l l l  is o ( t i i i v ; l l ( , l l l .  1~) I . lw ~ ) l < l i l l a l v  ( l i fS ' r~ , l i l i ; l l  ( , l t l i : l l i~ l l i  

where ~(x) and a(y)  are arbitrary functions taking values it, the Lie algebra 9.1 and in its Lie group, 
respectively. The general solution of Eq. (5) can be expressed through Y by the formula 

Class (3) also contains systems of the form 

i i j i 
Uxy = aju ux, (6) 

where a} are elements of the Cartan matrix of a simple Lie algebra or of a Kai:-Moody algebra of rank N. 
Any system (6) is related to tim corresponding two-dimensional Toda chain (see, for example, [6]) by means 
of a differential change of variables v ~ = log(u~) and, therefore, is exactly integrable. Both (5) and (6) 
belong to the class of systems related to Z-graded Lie algebras. 

Recall that a Lie algebra 05 = (~icz 05i is called Z-graded if 05i are finite-dimensional vector subspaces 
for which [Ok, Oj] C_ Ok+j- Obviously, 050 is a subalgebra of 05. 

Let U ( x , y )  be a function taking values in O_1 and A E O1 be a nonzero element. Let us consider 
Eq. (1). It is obvious that both the left and right-hand sides of (1) are in 05_~. Representing U as U = u't , ,  
where t l , . . . , t N  is a basis in 05-1, we arrive at a system of form (3). We say, in this case, that the algebra 
05 gives rise to system (3). If, on the other hand, algebra 05 and element A are such that the Lie algebra 
050 is generated by [A,05_~], we say that the pair (05, A) corresponds to system (3). Clearly, the system 
from [1] mentioned at the beginning of the paper is generated by the Lie algebra 05 consisting of Laurent 
polynomials with coefficients from ~ with the grading 05i = ~A'. Further, if one chooses 05 to be polynomials 
in non-negative powers of X, with coefficients from 9.J and the grading 05-i = ~A i, i = 0, 1 ,2 , . . .  ; and if one 
also takes 051={A},  A = 0 / 0 A ,  and 0 5 , = 0 ,  i>_2, one obtains Eq. (5). 

Interpreting the constants C~k as the structure constants of a finite-dimensional (in general, noncom- 

mutative and nonassociative) algebra T with the inultiplication * and, further, assuming U = ?,iet (where 
ei is a basis in T) to be an element of this algebra, one can rewrite system (3) in a compact form, 

U ~  = U �9 g . .  (7) 

Formal n~anipulations pertaining to system (3) are often conveniently performed in terms of tile algebra T. 
In the case where system (3) is geuerated by a Z-graded Lie algebra O, the formula X * Y = [IX, A], Y] 

endows the space 05_1 with the structure of an algebra T. 
It is easy to verify that for any Z-graded algebra 05, Eq. (1) admits a zero-curvature representation 

L v - A, = [L, A], where L = 0/0:r - Ux and A = 0 / 0  9 - (A + [U, A]). However, this equation appears to 
be exactly integrable only ill the case where 0 has a finit.(', growth [7]. 

One of the main results of this work is the statement that every system of form (3) is generated by the 
(:oirest)onding Z-gra(ted Li(' algebra. 

l:()lh)wing l(a(', w(' (all a Z-graded Li(' alget)ra 05 ~ , c ~  05t l, ransitive if 
fo r  s C 05,, i > I), l.ti~' ( , ( t ua t i on  [;,:, t_g_l] = l) i n l l ) l i ( ' s  :r = 0 or ,  
fo r  : i  C tlS,. i "- I). t.li(! c,.tuat, ion  [:r. t_l~ll] --- (I i n i l ) l i c s  J: (). 
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T h e o r e m  1. For any sys tem (3), there exist a corresponding Z-graded Lie algebra ~ = (~ i c z  eS, and 
an elcnmnt A �9 051. This Lie algebra is transitive i f  T is not a Lie algebra and does not contain left ideals. 

In [8, 9], the notion of a characterist ic Lie algebra waus defined for sys tems like the two-dimensional 
Todd chain. It was shown in [10] tha t  hyperbolic-tyl  m systems possess two characterist ic Lie alget)ras (one 
for each (:hara(:l.eristic). It w~u~ aim) hytmthe.size(t in [10] I,hat th(' Z-graded algel)ra ('orresl)(mdiug to s3,st.(qns 
of form (3) and lll()le, g(mcral ones can I)('. ol)taine(t by "gluing" t.w,) cllaracl,eris[,ic l,ie alg(,.I)r;~s wil.tl the hel l) 
of a zero-curvature rel)re.sentation. In such a case, the algebra is called corot)left. 

Characteris t ic  Lie algebras of vector fields are defined for the infinitely extended sys tem (3). Let us 
i Di+IU, i = 0, 1 2, where D~ and D v are operators  of the introduce the notat ion P i  = O y U  and q i  = , . .  - ,  

full derivatives taken in accordance with Eq. (7). The variables Pi and qi are elements of the algebra T and, 
in the chosen basis, have some coordinates  Pi = ( P ~ , . . . , P ~ )  and qi = ( q ~ , . . . , q f f ) .  

Rewrit ten in form (7), system (3) can be natura l ly  extended to the variables Pi, qi, i = O, 1 , 2 , . . .  aS 

(Po)~ = qo, (Pl)~ = Dyqo = Po * qo, 

(P2)~ = D~qo = P l  * q0 +P0  * (P0 * q0) , . - - ;  
(8) 

(qo)v = P 0  * qo, (q t )y  = D~(po  * qo) = q 0  * q o + P o  * ql ,  
(9) 

(q2)y = D~(po * qo) = ql * qo +2q0 * ql + P 0  * q2,--- �9 

Let A[p] and A[q] be the algebras of smooth  functions in a finite number  of variables ~ and ~ ,  
respectively, i = 0, 1 , 2 , . . .  , j = 1 , 2 , . . . , N .  It follows from (8) and (9) t ha t  there are elements X j  C 
Der A[p] such tha t  for any function v �9 A[p], 

N 

D (v) =  4oXj(,). (lO) 
j = l  

Similarly, we have 
N 

Du(w ) = }~(w) + ~p~}J~-(w), )'3 C Der A[q], (11) 
j = l  

for any function w 6 A[q]. Therefore, the relation D~(v) = 0 is equivalent to the over-determined system 
X j ( v )  = O, j = 1 , . . . , N ,  while the relation Dy(w)  = 0 is equivalent to the sys tem Yj(w) = 0, j = 0 , . . . ,  N. 

The subalgebra L~ C DerA[p], generated as a Lie algebra by Xj ,  j = 1 , . . . , N ,  is called the x- 
characteristic Lie algebra of system (3). Similarly, the y-characteristic algebra Ly C Der A[q] is generated 
by the vector fields}~, j = 0 , . . . , N .  

The following theorem shows tha t  tile above-mentioned hypothesis  is valid for system (3). 

T h e o r e m  2. Let L~ and Ly be the characteristic Mget)ras of sys tem (3). Then there exist a Z-graded 
+oo Lie algebra ~5, an element A corresponding to system (3), and the isomorphisms ~: (~)i=1 ~5-i -+ L~ and 

+oo 
r ff)~=0 ~ ~ Ly. 

An impor tan t  consequence of this theorem is the Darboux-integrabi l i ty  of systems corresponding to 
tile finite-dimensional Lie algebra.s r 

bet us consider the case where the Lie algebra ~ is finite-dinlensional. This  case comprises, for example, 
systems (6) associated with the Cart, an matr ix of a siinple Lie alget)ra O. Such systems correspond to 
choosing tim canonical Z-grading in e5 [11 ]. In addition t,o the canonical one, simple Lie algebras also admit  
other Z-gradings, which give rise, in general, to ditferent systems. In what  follows, we consider the case of 
s tandard gradings [7]. 
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System (3) is (:ailed Darboux-integrable if there are fllnctions v , ( p o , . . . , p , , . )  and w,(q0 . . . . .  q,-,), 
i = 1 , . . . ,  N, that satisfy the essential independence condition 

O])n, ' ' ' ' '  Ol),tr,, r O, [ Oql,:, ' ' ' ' '  i )qk  N r 0 

and such that, 
/)~(v,)  = 0, Dy(w,)  = 0, i -  1 , . . . , N .  

T h e o r e m  3. Let the characteristic algebras L ,  and Ly of system (3) be f inite-dimensional.  Then 
system (3) is Darboux-integrable.  

P r o o f .  This is similar to the proof of the corresponding statement for the two-dimensional Toda 
chain [9] and is therefore omitted. 

It is known that  finding the general solution of a Darboux-integrable system amounts to integrating a 
system of ordinary differential equations possessing a large number of Lie symmetries. 

Let us call the Z-graded Lie algebra ~5 = (~icz ~i irreducible if the representation of ~50 in ~5-1 is 
irreducible. 

In this paper, we restrict ourselves to those systems of form (3) that  do not contain subsystems. It is 
easy to see that the absence of subsystems in (3) is equivalent to the absence of left ideals in the algebra T 
with the operation *. If one imposes the more restricting condition that  two-sided ideals be absent in T, 
then, for the pair (~5, A) corresponding to system (3), this condition can be easily seen to be equivalent to 
the irreducibility of the representation of G0 in ~5_1. In that  case, Theorem 1 allows us to use the results 
of [7] in the classification of transitive Z-graded irreducible Lie algebras. 

It was stated in [7], in particular, that if a finite-dimensional transitive Z-graded algebra is irreducible, 
it coincides with one of the finite-dimensional simple Lie algebras taken in one of the standard gradings. A 
posteriori, it turns out t, hat with the exception of systems related to the algebras G= and F4 in the standard 
gradings, either the remaining systems have subsystems or the corresponding Lie algebra in the standard 
grading has a height 1, i.e., @, = 0 for Iil> 1. In the latter case, the algebra T is a Jordan algebra [12], while 
the corresponding system is given by the x-derivative of the system of ordinary differential equations (4). 

In the standard grading, the algebra G2 corresponds to the system 

1 1 1 3 2 4 1 
~ 21z lZ x - -  3U U x - -  U Uz,  ?~xy 

2 1 2 2 1 4 u a u a  x '  U x y  lZ U z + U U x -- 

3 2 2 3 4 4 3 lZxy It U x + It ~ x  + lZ lZa: ~ 

4 4 4 2 3 1 4 ~ z y  2U ~ x -  3lZ U x - - IZ  l t x ,  

(12) 

with no subsystems. Interestingly, a different choice of element A in the same grading gives rise to a linearly 
inequivalent system (see Sec. 4). For other standard gradings of G2, the system consists of two equations 
and possesses a subsystem. 

We plan to consider the systems corresponding to Lie algebras of finite growth in another paper. 

1. Constructing Z-graded Lie algebras associated with the system 

In this section, we prove Ttmorem l, but, first, we need the definition of a local Lie algebra and a 
nulnber of related st, atenmnts from [7]. 

Let ~ = e5_1 gr G0 | ~ l  be the direct sum of tile finite-dimensional vector spaces. Let us assnme that 
whenever [i + j[ < 1, there is an anti-comlnutat.ive bilinear operation kS, x 0 a -+ ~ ,+j  ((x,  y) -+ Imp]) such 
that the Jacobi identity is fultille.d for every tril)h', of vectors as soon a.s all of the colnmutators involved 

in that  identity are defiued. Then, ~ is called a local Lie algebra. Transitivity, irreducibility, and the 
homomorphisms of local algebras are defined in the same way ~m for graded Lie algebras. 
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To the graded algebra 03 = @ i c z  ~5i, there corresponds the local Lie algebra 03_ ~ @ eS0 ff~ ~5~, which we 
call the local component  of the Lie algebra ~5. 

A graded Lie algebra ~ = (~)ie~.03, is called minimal if. for any other graded algebra G' ,  ew~iy 
isomorphism of the local components  of G and G' can be extended to a homomort~hism of (7' onto G. 

P r o p o s i t i o n  1. Lr 70 -- 03 ~ @ 05o q~ Ol I~' a h,cal Lie al.qcl)ra. T h e ,  t l w r ,  exis ts  a m i n i m a l  s  

algH~ra 03 w l ,  mc h~cal c~,mpom'~t  is ismm~rphic t,, ~5. 

P r o p o s i t i o n  2. T h e  m i n i m a l  graded  L , '  al~fcbra with  a tra~si t ive  local c o m p o n e n t  is transi t ive.  

Let us proceed to the proof of Theorem 1. 
Consider the following d e m e n t s  of the Lie algebra Der A[q]: 

+ o o  l +oo 0 ";~ E E  ..... ' _a 

"t -- ~ qr Oq; q~ " 
1=0 /=1 m = l  

where C 7' are binomial coefficients, and let Ho = {B/~ } and H,  = {B j~ } be the linear spaces spanned by the 

corresponding sets. Obviously, all of the derivations /?,~ and B~ t are linearly independent .  Let t ~ , . . . ,  tN 
be the basis of some linear space H_~. Consider the local Lie algebra H = H_~ @ Ho @ H~ in which the 
commuta to r  operat ion is defined in the following way: 

[B~,tal  : - a ) t i ,  [Bik , tp]  : @B,J k, [Bk,Bpm ] : aiPBmk _ -m--,($~ lqP, 

(the last two commuta tors  are defined in the same way as in Der A[q]). 
Let us verify tha t  this definition of the local Lie algebra H is correct. In the case where tim commuta tors  

do not contain elements from H - l ,  the Jacobi identi ty is satisfied, since Der A[q] is a Lie algebra. If the 
conmmta tor  contains more tha t  one element from H - l ,  then, obviously, the Jacobi identi ty is not defined. 
Let us consider the remaining cases: 

I' ,~k (~P t (1) [[B~,Bm],t j]  p k ~: [Elp ta I ,, k = a, {z~,,~, t j ]  - a,,~ = - a ,  ei a z,,~ + _,,~ a ~ , ,  

[ [ ~ f  t , ] ,  B ~ ]  + [ B f ,  IBm,  t,]] '~ aj [B i , tm]  = Pa k 6k a v ~ .  , = - a  i j t m +  , , ~ . j ~ ,  

(2) [[B~ ~, B ~ ] ,  t,] " j~ 6 i [ B m , t ,  ] 6~[Bf  k t,] ak,,[B~P,t,] v J k ,~J avr4k k j p = - , - = a, a, B ~  - om~, ~ ,  - area, 13i , 
J k P j " J k P [Be ~, [ B ~  t,]] + [ [ ~ ,  t,], U~m] --a,~[Br ", t . d  + a, [ B , ,  ~ ]  , )  + al P - ~ ~.~ - ~ 6 m B , .  ' = = ~i Bm 

Thus, H is indeed a local Lie algebra. 
i j k  Consider the local subalgebra 03 C H generated by tim elements t ~ , . . . , t N  and A = C } ~ B  i . Let 

03, = ~ N t f , ,  i = 0, :t:1, then ~ = eS_~ @ r (9 031- 
Denoting by 03A the Lie span of the set [03 1, A], we have 

[03-,,[03A, A]] C [[03-1,~.5A], A] + [03A,03A] C 03A 

and, thus, 03A = ~0- Consider tile ininimal Lie algebra ~5 whose local park coincides with ~ .  Introducing 
i I the notation sj = [A, tj] = c'ijkB k, we. have [tk,,s'j] Cjk. , .  Therefore, the algebra 03 corresponds to 

system (3). The first assertion of the theorem is prow',t. 

Let us show the t ransi t ivi ty of ~.  

Let .~ C 03~, with .s = cL)k/3~ k being the decomln~sition with le,N~ect to the basis, and let [5', 03_~] = 0. 

Then 0 a~k[I3[ k, tp] = ,d~l ~13~ Further.  since t:l~ are linearly indepeltdent, and the mmflw.r p is arbitrary, 

w e  c a n  s e e  t h a l  a l l  a ) k  v a n i s h  a n d  t h a t  ,s = {1. 
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vanish Similarly, if s C Oo and {s,O_l] = 0, then s = aikB~, 0 = aik[B), te] = @t i ;  therefore, all ap 
and s = 0. 

Let K = {t r O- l [ [ t ,  O1] = 0}. Assume tha t  K r {0}. If s r  and t C K ,  then [[/., s], O]] = 
(t,, (s, O,]] + [(t, Ol l , s l  = 0 and (/f, Ov] C K.  Since the absence of [eft ideals in T is equivalent  to the absence 
in 0 I of subspaces illvari;mt under the action of Oo, we, haw~ K = ~'5_ 1 . Further ,  since A ~ O1, w(, s(,e 
[ll)llt t,lw (t('tillit.i()Jl (d Ix" l.]lal. [/I.05_1] 0. As l)rOve,] al)()w', tile last equality iml)li~'s A 0, whi(]l is 
iml>ossil)h:. Th(}r(!f()re, /x" =- {0}. 

bet  K = {s C O01[.%O,] = 0}. Assume tha t  K r {0}. If s C K and s' < Oo, then [[s ,s ' ] ,O,]  = 
[s,[s',O~]] + [[s,O~],s'] = 0 and [K, mo] C_ K.  Sett ing P = [K,O_I] ,  we can see from the Jac0bi identi ty 
and the invariance of K under  O0 tha t  

[e0 ,P]  = leo, [/< e_ , ] ]  = [ [ e0 ,Kl , e_~]  + [,,~, e_~] c i,. 

Therefore, subspace P is also invariant under the action of Oo. Since K r {0}, we also have P r {0} in 
accordance with the results proved above and, therefore, P = O_1. Using the definition of the set K and 
its invariance under Oo, we find tha t  

[ e _ ~ , e , ]  : [e, e , ]  = [[/,', o _ L  o,1 c_ [*,', [ |  e~]] c_ K. 

However, [ O _ 1 ,  QS1] generates Oo. Therefore, K = O0 and (by the definition of K)  [O0, O]] - 0. Given this, 
we have e~ = {A}, Is,, AI = 0 and, then, 0 = [tk, [sj, A]] = - - C ~ k S i - [ s j ,  sk]. We also have [sj, ski = - C j k s ,  

and, similarly, [sk, sj] = - C ~ j s i ,  whence (C~k + C~j)s ,  = O. 
It has already been proved tha t  It, O~] = 0 implies t = 0, i.e., [t,A] = 0 implies t = 0. Therefore, 

0 = (C}k + C ~ j ) s i  = [A, (C}k + C~r implies (C}k +C'k j ) t i  = 0. Since t l , . . . ,  tN is a basis, the last equality 

implies tha t  C~k = - C ~ j  for all i , j ,  k = 1 , . . . ,  N .  Thus,  the * operat ion is ant i -commutat ive .  
Taking U, V, W C O_1, we can see from the definition of �9 tha t  

U * (V �9 W) = [[U, A], [IV, A], W]] = [[[U, AI, IV, All, W] + [IV, A], [[U, A], W]] = 

= [[[[U, A], V], A], W] + [IV, [[U, A], A]], W] + V .  (U �9 W) = 

= ( U * V ) * W + V * ( U * W ) + [ [ V , [ [ U , A ] , A ] ] , W ] .  

Since [(50, O1] = 0, the last commuta to r  vanishes and the operat ion �9 satisfies the Jacobi identity. In view of 
the condit ion of the theorem, T is not a Lie algebra. Therefore, our assumpt ion  is wrong and, thus, K = {0} 

and the local algebra ~ is transitive. As follows from Proposit ion 2, the algebra O is also transitive. The 
theorem is proved. 

Let us note tha t  the derivations B/k and B~ k were introduced in such a way tha t  the generat ing elements 

of the characteristic algebra Ly are expressed through B/k and B~ k by the formulas 

}~ i k = t o i  / ~ 3 k  = C ~ . B ,  - s j ,  Yo ,_.jk~,, =- A. (13) 

2. Characteristic algebras 

In the s tudy  of characterist ic Lie algel)ras, it is impor tan t  to know how their elements commute  with 
the operators of the deriw~tives D ,  and Dy. In the corresponding fornnllas, one uses the "derivations" f0, 
fa, and ga, J = 1 . . . .  , N, of ~he charact.eristic Lie algebras L ,  and L.v, respectively. The term "derivations" 
is put in quotat ion marks since these mat)pings do not. act on the characterist ic Lie algebra,s themselves, 
but., rather,  on some formal ob jec t s  l,~'l, us giw~ the precise definitions of these mappings.  
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On the set of formal commuta to r s  of the elements Xk, k = 1, 2 , . . . ,  N,  and their linear combinations,  
we introduce the linear mappings f j ,  j = 0, 1 , . . . ,  N (where f0 pertains to the set of commuta to r s  of length 
not less than  2) according to the following rules: 

(1) for j > 0, we haw~ 

L ( -\" *. ) = - c,'; ,: x , ,  

f , ( [ x ' ,  x " ] )  = [ . t , . ( x ' ) ,  x " ]  + [x',L(x")], 

where X '  and X "  are some conmmtators ;  
(2) for j = O, 

fo[Xi,  Xj] = f i ( X j )  - f j ( X i ) ,  

fo[Xi,  X'] = f , ( X ' )  + [Xi, fo(X')] ,  

/o( [X' ,  X"])  = [fo(X') ,  X"]  4- [ X ' , / o ( X " ) ] ,  

where X '  and X "  are some commuta to r s  of length not less than  2. 
Consider the set of formal commuta to r s  consisting of the elements Yj, j = 0, 1 , . . . ,  N,  and of their 

linear combinations.  Let Y and Y' be elements from this set. We introduce on this set the linear mappings 
gk, k = 1 , . . . , N ,  according to the rules 

g k ( Y o )  = - Y k ,  

9k([Y, Y']) = [9k(Y), Y'] + [Y, gk(Y')], 

9k([Y), Y]) = C~kgi(Y) + [Yj, gk(Y)], j J = 0 .  

If an element of the set under consideration is of the form [Y", Y], where Y" is a commuta to r  of length 

greater than  1 and such tha t  it does not contain Yo, then [Y", Y] = [[Y, Y], Y] = [Y, [Y, Y]] - [Y, [Y, Y]], 

where Y and Y are commuta to r s  whose length is less than  the length of Y".  Cont inuing with this process, 
we can t ransform the commuta to r  [Y", Y] into a unique linear combinat ion of commuta to r s  of the form 
[}~, Y']. We set 9k([Y", Y]) equal to the image of this sum under the mapping gk. 

In some of the lemmas in this section, we prove the desired relations only for individual commuta tors ,  
each time assuming tha t  the s t a tement  is true for their linear combinat ions in view of the linearity of the 
mappings f j  and gk, and of the commuta t ion  operation. 

L e m m a  1. There is a relation [Dy, X] = f o ( X )  + Paoli(X), where X is the commuta tor  o f  elements 
X j  of  length not less than 2 and the right-hand side is viewed as an element o f D e r  A[p]. 

P r o o f .  Let us first show tha t  [D~ Xk] i " , = -C~kl:doX,. Using (10), we obta in  the following relations in 
which we assume tha t  the operators  act on functions from A[p], 

= = [Dy,qoXi] = Dy(q; )Xi  + qo[Du,Xi] = 
, i  k �9 i " " 

= CjkPJoqoXi + qo[Dy,Xi] = qko(C~kP~oX, + [Dy,Xk]) .  

It follows tha t  [Dy, Xk] = -GjkJoXi.~i " 
We now prove the desired relation by induction on the length d of the commuta to r  X.  
1. Case d = 2. Inserting i/0 into (10), we can see tha t  Xk(Jo) = a~.. Let, us note in passing tha t  t, hcs,, 

equalities imply the linear independence of Xk. Further,  we have 

lZ) , [.\k, x , ] ]  -- oA , - [ x k ,  --  
, i  j - ~ . (Jjkpo[A, Xz] + (:ikX~ = - - C30/o[Xk, X,] - ~" V ' " J k l "  ~" 
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T h e  r i g h t - h a n d  side of  the  r e l a t i on  we have  to p rove  can  be represent ,  ed as 

fo [Xk .  Xt]  + t~lf3 [Xk,  X t ]  = f k ( X , )  - f t  ( X k )  4- 14 ( [ b  (Xk) ,  X, ]  + [Xk ,  f j  (X t ) ] )  = 

= - C ~ : z X ,  + C~kX,  + 1~, ( /-" rX  ' ~ . 

]~y c~>li~l~,ring t.h~' l igh l -haml  ,~i~h'~ ~,1 l.lm t~rllmla.'~ ot~t.aiue~l, w'c w,r i fy l.hal, the relatt,ion is fulti l led. 
2. bet the. stat.ement Im true for d < m. Let us prove it, for d = nz + 1. I f  X is a commuta to r  of length 

d, t hen  X -- [ X ' , X " ] ,  where  X '  and  X "  are  c o n m m t a t o r s  of  l eng ths  l and  k, r e spec t ive ly ,  l, k _< m.  

F i rs t ,  t ake  k, l  > 1. T h e n  X ' ( ~ )  = X"( /?0)  = 0, whence  we can  see t h a t  

[Du, IX', X"]] = [[Dv, X'], x"]  + [X', [Dr, X"]] = 

= [fo(X') +/Pofa(X'), X" ]  + IX', fo (X")  4- t?ofo(X")] = 

= [ f o ( X ' ) , x " ]  + [ x ' , : o ( X " ) ]  + p ' o ( { f , ( x ' ) , x " ]  + [ x ' , f A x " ) ] )  = 

= f o ( l X ' , X " ] ) + p a o f j ( i X ' , X " ] ) .  

Now,  let one of  the  n u m b e r s  k, l, for i n s t ance  k, be  equa l  to 1. T h e n  X "  = Xt  for  s o m e  1 = 1 , . . . , N ,  which  
a l lows us to wr i t e  

[Dy, [X', X"]] = [[Dy, X'], X,] + IX', [Dy, X,]] = 

= [ /o(X')  4-P~of j (X' ) ,XI]  - C}t[X',I:floXi] = 

= [ fo(X') ,  X,] + M o f , ( X ' ) ,  X,]  - ~ , [ X ' , ~ X , ]  = 

= [ f o ( X ' ) ,  x , ]  + ~ [ . t ,  ( x ' ) ,  x , ]  - k ( x ' )  - C~Mo[X', x d ,  

and  then  we t r a n s f o r m  the  r i g h t - h a n d  side of  the  r e l a t i on  to the  s a m e  form,  

fo([-u X"]) 4- bdof3 (IX', X"]) = 

= [ f o ( X ' ) , X t ]  - f t ( X ' )  + p 3 o [ f j ( X ' ) , X t ]  + p 3 o [ X ' , f j ( X , )  ] = 

= [f0(X') ,  X,] - f z ( X ' )  + p ~ [ f j ( X ' ) ,  X,]  _C}tpao[Xi " ~, ,Xi] .  

T h e  l e m m a  is proved.  

L e m m a  2. T h e r e  is the relation [D,, Y] = ~ g j ( Y ) ,  where  Y is a commutator  of  elements }~ involv- 
ing  ~ a n d  the right-hand side is viewed as an element o l D e r  A[q]. 

P r o o f .  Let, us prove  the  des i red  r e l a t ion  by i nduc t ion  on the  l eng th  d of  t he  c o m m u t a t o r  Y. 

1. C ~ e  d = 1. Using (11),  we o b t a i n  the  fol lowing re la t ions ,  whe re  we a s s u m e  the  o p e r a t o r s  ac t  on 
func t ions  f rom A[q]: 

i 0 = [D~,  D~]  = IDa,  }~, + p~} ; ]  = [D~ ,  Yo] + Pio[D~, Yi] + D ~ ( p ; ) } I  = [ D ~ ,  Yo] + q;Yi  + po [ D~ ,  Y,]. 

Since [Dz,  Yo] + %}* "i, [D~, Y,] ~ Der  A[q], the  las t  equa l i ty  a l lows us to o b t a i n  [D~, Yo] + qoY~' = 0 and  

, " = q o g , ( } o ) .  
2. Lel. the  s t a t e l n e n t  l~c t rue  for d < nt and  let us prove  it for d = nz + 1. I n s e r t i n g  q{) in to  (11), we 

, ' * l  (k haw'  }]~(,1:,) = 0 and  })(q~'~) r 10, Z, j = 1 , 2 , . . . ,  N .  Obvious ly ,  if a c o m n l u t a t o r  Y of  the  e l e m e n t s  }') 

con t a i n s  }]~, then  }(q~'~) 0. If )~ is a c o m m u t a t o r  of  length d, then  }" = [}",  Y"] ,  whe re  Y '  and  } ' "  arc  
Cl)lnUllll.ators i}[ h!n<l.hs / amt  k, r~,spect.ively l. k < m. 
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First ,  let bo th  elemen|.s Y' and Y"  contain ]7o. Then  Y ' ( ~ )  = Y"(~0) = 0, in which case we have 

[D~, [Y', Y"]] = fIDe, Y'], Y"] + [Y', [D, ,  Y"]] = 

: v " l  + I )" ,  

= , t , ' , I . . ( }") ,  ) " ]  + q,,[) . g , ( )  = ) 

Now, let one of the collmml,ators,  for example  Y",  be equal to Yi for some l = 1 , 2 , . . . ,  N.  Then  

[D, ,  [Y', V"]] = [[D~, V'], Yl] = [~0gj(Y'), }'i] = 

= ~ [ g j ( Y ' ) ,  Y l ] -  C~kq~gj(V') = -qao(C;jgi(Y')+ [Yl,gj(Y')])  = 

= v ' ] )  = g0 .q , ( [v ' ,  

If Y" does not contain )~ and is of a length greater  than l, we should consider the representa t ion  of Y 

as a sum of c omm uta to r s  of the form [Yj, Y]. I t  is clear t h a t  whenever  the relat ion holds for each of these 
commuta to r s ,  it is also t rue for their  sum and, thus, for Y as well. The  l emma is proved. 

+oo -t-oo 
We say tha t  elements  T E (~i=1 ~5-i, X E Lz (s E (~i=o ~3i and Y E L~) are of the same form if 

there  are representa t ions  of these e lements  in t e rms  of the l inear combina t ions  of c o m m u t a t o r s  t ha t  can be 
obta ined from each o ther  by replacing all of the t v symbols with X v symbols  (A with Y0 and sj with }~, 
j = 1 , 2 , . . . , N )  and vice versa. 

L e m m a  3. I f T  E ~_,,~ and X E L~ are  of  the same form, then [ s j ,T]  and  f j ( X )  are of  the same 
form for m > O. Is in addition, m > 1, then [A, T] and fo (X)  are also of  the same form. 

P r o o f .  
1. Let  r = tk and X = Xk. Let  us consider [sj ,r]  and f j ( X ) :  

Is . ,  T]  = Is . ,  = 

f j ( X )  = f i (Xk )  = --C'jkXi. 

As can be seen, the assert ion holds for m = 1. 
2. Let  the assertion hold for m < p and let us prove it for rn = p. Let  T and X be c o m m u t a t o r s  of 

length p of the same form. Then  T = [T', T"]  and X = [X',  X"], where T '  and X '  have length k, while T "  
and X "  have length l, k, l < p, where, in addi t ion,  T '  and X ' ,  as well as T "  and X " ,  are of the same form: 

[s,, T] = Is j ,  [T', T"}] = [[sj, T'] ,  T"]  + [T', [sj, T"]], 

f j ( X )  = f j ( lX ' ,  X"])  = [ f j (X' ) ,  X"] + IX', I j (X")] .  

By the induct ion hypothesis ,  the r ight-hand sides of these equat ions  are of the same form, whence we deduce 
the first, s t a t emen t  of the lemma. 

The  s t a t emen t  regarding [A, T} and f o (X)  is proved in a similar way. 

+oo +co i 
L e m m a  4. I f ,s  C (~z=l C~i a n d  Y E ~ i = l  Ly at(? o f  tile s a m e  for,l], t/lien [tk, S} a n d  gk(} r) a]so ar(~' o f  

the same form. 

P r o o f .  This follows the scheme of the proof  of Lem m a  3. 

In t roducing the corresponding weights of the variables x, y, and u i, it is not  difficult to check tha t  
+oo 7. + o c  , 

the character is t ic  algebr~m L~ and L~ admi t  the natural  gradings L ,  = (~Di=l L~ and L v = (~ ,=o L v  The  

spaces L~ arc spanned by conJlmll.ators of length i const.ructed from elements  Xj ,  j = 1 , . . . ,  N. The  spaces 
I Ly are linear spans of th(' commuta to r s  of }}, 5 0 . . . .  , N,  tha t  contain ].~ precisely i times. 

The next  s t a t emen t  provides a sutficient condil.ion R)r a set of c o m m u t a t o r s  in the character is t ic  algebra 
L ,  to vanish. 
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L e m m a  5. Let, e ta , . . .  , ~  E L~, i > 2, be a set  of  elements such that [D,~, a~} = f O ( p ) a j  for every I. 
T h e n a ,  = 0 ,  l =  1 , . . . , k .  

P r o o f .  Since X~,(IFo) = ,~';, it foll~)ws from X q L~, i > 2, tha t  X(p~) = 0. Let, us prow,, by induct ion 
on s that ,  under the c(mditi(),~s of the ]cnllna, (tl(I)~) = 0 for any l - 1, K:, r = 1, n, and s ~ N. The  case of 
s = 0 h~u'~ ah, 'a(ty I)eel~ ('(,n.~i(hwe(l. I,('1. t.h(', sl.atelllell{ 11(! I.lll(! [()1" .S '111,, t h e l l  

T h e  following l emma can be proved similarly. 

L e m m a  6. Let, f l l , . - - , f l k  C Liy, i >_ 1, be a set, of elements such that [D~,fll] = 90(q)fla for any l. 
Then fll = 0 ,  l =  1, . . . , k. 

3. P r o o f  of  the  h y p o t h e s i s  regarding  the ex i s t ence  of  a c o m p l e t e  
a lgebra.  

In this section, we prove T h e o r e m  2. 

Let  us consider the a lgebra  ~ cons t ruc ted  in ttle proof  of T h e o r e m  1. We first show tha t  there are 
epimorphisms ~o and tb, and then  show tha t  Ker ~ = Ker ~b = 0. 

+co 
1. We specify a linear mapping  ~o: (~i=1 eS_i --+ L~ ill tile following way: to every c o m m u t a t o r  t 

consist ing of e lements  tj ,  j = 1 , . . . ,  N ,  we associate the c o m m u t a t o r  of e lements  Xj  tha t  has the same 
form. It  is clear tha t  this defines a surjective mapping.  

For every k, the mapping  qo induces a mapping  qok: ~5_k --+ L~. The  necessary and sufficient condi- 
+co 

t ion for ~o to be a h o m o m o r p h i s m  of the hnear  s p a c e s  { ~ i = l  t~5-i and L~ is t h a t  every  mapping  ~ok be a 
homomorph i sm of the corresponding linear spaces. This is equivalent to the following condit ion:  if a linear 
combina t ion  of c omm uta to r s  of length k consisting of elements tj vanishes, its image under  qok is zero as 
well. 

Let  us show tha t  qok is a homomorph i sm by induction on k: 
(a) as noted above, the elements  Xj ,  j = 1 , . . . ,  N,  form a basis of L~, therefore,  ~1 is an isomorphism: 
(b) let the mapping  qom be a homomorphism.  
Let  t be a linear combina t ion  of commuta to r s  of length m + 1 (t C ~5-m-1),  t = 0, and X = ~o,,~+~(t). 

T h e n  [A, t], [A, Is. t]], and [A[s~, Is,2...  [s,~, t]..-1]] are  l inear  combinat ions  f rom |  which  vanish for 

every p E N and for every ik = 1 ,N .  By L e m m a  3, they are taken by ~om into f o ( X ) ,  f o ( f i ( X ) ) ,  and 
f0(fi~ ( f , 2 - . .  ( f , , ( X ) ) . . . ) ) ,  respectively. These,  therefore,  also vanish by the induct ion  hypothesis .  

Let  us consider the smallest  set K C_ L7 m-1 defined by the condit ions K C Ker  f0, f i ( K )  C K for any 
i = 1, N and X C K.  In K ,  we choose a basis B i, i = 1, l. Since f o ( B  i) = O, we can see from L e m m a  1 tha t  
[D~, B ~] = uJf~(B' ) ,  where f j ( B  ~) e K.  According to Lem m a  5, we have K = {0}, whence X = 0. Thus,  
~o,,~+1 is a homomorph ism and,  therefore,  so is ~. This  last s t a tement ,  taken toge ther  with the definition 

+oo of r implies tha t  the c o m n m t a t o r  opera t ion  is preserved. Further ,  since tile mapp ing  ~o: (~D,=I eS_, --+ L~ 
is surjective, it is a Lie a lgebra epimorphism.  

+oo 
2. Let  us consider the mapping  ~b: O i = 0  eSi -+ Ly defined like the mapp ing  ~o; it is surjective. For 

every k C No, the mapping  */J induces a mapping  ~bk eSk --+ L$. In order  tha t  ~/, be a homomorph i sm of the 
+co linear spaces O i = 0  tSi and L.~, it is necessary and sufficient tha t  every mapping  ~bk be a homomorph i sm 

between ~5~ and L~. This  is t rue  if and only if every linear combinat ion  of c o m m u t a t o r s  from ~Sk tha t  is 
equal to zero is mapt)ed into zero. 

Let us show that; */'k is a homolnorphism by induction on k: 
(a) In view of Eqs. (13), the spaces cv, o and r are, by (Minition, identical t.o L ~ and L~j, reslmctively. 

'Fherefore, g'o and g'l are isomort)hisms; 
(b) Let, ,/,,,~ be a homonMl)h i sm.  

1427 



Let s C O,n+l be an arbi t rary  linear combinat ion of comnulta tors ,  s = 0, and Y = l / J , n + l ( S  ) .  Then 
Ill, S] are linear combinat ions  of tile commuta tors  of elements sj and A lying in Om and vanishing tor any 
i = 1 ,N.  Under ,p,,~, according to Lmmna 4, they are taken into .qi(Y), which vanishes, since ~b,~ is a 
honmnlorphism. From b e m m a  2, we have [D~, Y] = p'gz(Y) = 0. Since Y E Ore+a, m _> 0, we can see from 
Lemma 6 tha t  71" = 0 and '1//,,,+ 1 iS a holnomorphism. Thus, g, is a ho,nomori)hisnl of (~D/+__~ ~,  onto L.,j. 
This and the definition of g, ilnl)ly tha t  t, ho ('OllUnlltatOl OlHH'3 . t iO l l  iS prescrwM, whonco, 1)y smjcctivit.y, w'c 
obtain tha t  ~/, is a Lie algebra cpimorphism. 

= O i = 0  KergJ, and Ker~o = @i=1 Ker qoi, the factor algebra We set K = Ker qo @ Ker tb. Since Ker g~ +oo +oo 
~ / K  inherits the natura l  grading and there is a homomorphism )~" ~ + ~5/K. Since ~ol, ~b0, and ~bl are 
isomorphisms, the local components  of (5 and O3/K are isomorphic. Further ,  since ~ is a minimal  algebra, 
it follows tha t  )~ is an isomorphism. Therefore, Ker ~b = Ker qo = 0. The theorem is proved. 

4. S y s t e m s  c o r r e s p o n d i n g  to s imple  f in i t e -d imens iona l  Lie a lgebras  in 
the  s tandard  grading  

As noted in the Int roduct ion,  a transitive irreducible g-graded algebra tha t  is also finite-dimensional 
coincides with one of siinple Lie algebras taken in one of the s tandard  gradings. At the same time, the 
requirement tha t  the algebra generat ing system (3) be irreducible is too restrictive: sys tems of form (6) 
correspond to simple Lie algebras with canonical Z-grading tha t  are reducible, whereas sys tem (6) itself does 
not contain subsystems. In this paper,  however, we restrict ourselves to considering only the irreducible 
c a s e .  

A straightforward analysis of root systems of type A , ,  Dn, E6, Er ,  and E8 shows tha t  any s tandard  
grading of the corresponding simple Lie algebras has a height 1. Then the corresponding algebra T is a 
Jordan algebra [12] and,  therefore, its structure  constants  are symmetr ic ,  C}k = C~j. Thus,  as was noted 
in the Introduct ion,  sys tem (3) reduces after the integration to a system of ord inary  differential equations 
of form (4). In the case of the Lie algebras B2, C2, Ba, and Ca, some of the s t andard  gradings may have a 
height 2. In tha t  case, however, inspection shows tha t  subsystems are present in the corresponding systems 
of form (3) as well. Moreover, the Lie algebras corresponding to the subsystems are of height 1. From our 
point of view, such systems of equations are of little interest and this appears  to be the case for all of the 
Lie algebras Bn and Cn, n >_ 2. 

The simple Lie algebra of type G2 has two s tandard  gradings of height 3 and 2, respectively. In the 
first case, we obtain a system consisting of two equations tha t  have subsystems.  In the second case, we 
have the following grading: 

e5_2 = {~5}, 

~o = {tq,h2,e2,.f2}, 

~51 = {f l ,  f3, f4, f6},  
e~ = {A}- 

Choosing the element A = f l  + f6/12 and performing the rescaling v 4 = air 4, we arrive at  the system of 
equations (12). It is interesting tha t  for A = f3 we have another  system, 

�9 2 1 1 = 3 u l u  2 + 3 U  "/-tar , l /a-y 

1 3 2 2 u, v2 4~an~ + 4~ t% + 2u uar, 
2 3 , 1 4 3 4~13~t 2 + ~t "lt:r + 3'll I tx ,  I/':r !1 

',t4ry "11:]',1~. 

Here, the set [~5-1, A] is three-dimensional,  i.e., the left multiplication operators  in T const i tu te  a three- 
dimensional space, unlike the first, case, where this space is four-dimensional.  Therefore, t, hesc two systems 
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are linearly inequivalent.  Wi th  a different choice of element  A, e i ther  the sys tem is l inearly equivalent  to 
one we have considered or the set [O_ 1, A] does not  generate O0. 

Let, us prove tha t  neither sys tem contains subsystems.  Since [O-1,  A] genera tes  Oo in e i ther  case. 
it, suftices to prow', ~m we h~tve already noted,  tha t  the represent.at.ion of Oo on O-1  is irreducible.  The  
commuta t i on  tab]o of (.h(! alF, et~la G2 looks :m fifllows. 

C1 r ('3 (:4 r C6 fl  f2 f3 f4 f5 f6 hl h2 
el 0 --C3 0 0 0 --C5 --Itl 0 --f2 0 --.[6 0 2el --3el 
e2 e3 0 e4 e6 0 0 0 - h 2  3 f l  4f3 0 3/4 - e 2  2e2 
e3 0 - c  4 0 c 5 0 0 e2 - 3 e l  o 4 f 2  --3. /4 0 e3 - - e3  
e4 0 - e 6  - c5  0 0 0 0 -4e3 --4e2 --~ --12f3 --12f2 0 e4 

e5  0 0 0 0 0 0 e6 0 3e4 12e3 --6 36el es 0 
e6 e5 0 0 0 0 0 0 , - 3 e 4  0 12e2 - - 3 6 / 1  7 - e 6  3e6 

f l  hl 0 - e 2  0 - e 6  0 0 - f 3  0 0 0 - f 5  - 2 f l  3 f l  
f2 0 h 2 3el 4e3 0 3e4 - f 3  0 f4 f6 0 0 f2 = 2 f 2  
f3 f2 - 3 f l  - a  4e2 - 3 e 4  0 0 - f 4  0 f5 0 0 - f 3  .[3 
f4 0 - 4 f 3  - 4 f 2  ~ - 1 2 e 3  - 1 2 e 2  0 -./ '6 - f 5  0 0 0 0 - f 4  
f5 f6 0 3f4 12f3 6 36f t  0 0 0 0 0 0 - f 5  0 
./'6 0 - 3 f 4  0 12f2 - 3 6 e l  - 7  f5 0 0 0 0 0 f6 - 3 f 6  
hi - 2 e l  e2 - e3  0 -e5  e6 2fi  - f 2  f3 0 f5 - f 6  0 0 
h2 3el -2e2  e3 - -e4  0 --3e6 --3fl 2f2 --f3 f4 0 3f6 0 0 

Here, a = 3hi  + h2, /3 = 12hi + 8h2, 7 = 36(hl  + h2), and ($ = 72hl + 36h2. Let us consider an arbitrary 
element s = ae l  + /3e3  + 7e4 + 5e6 E O-1 .  Then 

[e2, s] = [e2,crel  + / 3 e 3  + 7e4 + ~e6] = - a e 3  - / 3 e 4  - 7e6 ,  

If2, s] = [f2,  ceel + / 3 e 3  + 7e4 + 5e6] = - 3 / 3 e l  - 47e3  -- 35e4.  

Assume that  O_1 contains a subspace H tha t  is closed with respect  to COlnmutation with O0. Let us 
show tha t  either H = {0} or H = G-1 .  

L e m m a  7. t f  ea E H ,  t hen  H = G _  I. 

P r o o f .  Assume that e6 E H.  Then [f2,e6] = - 3 e 4  E H and, thus, e4 E H.  Also, [f2,e41 = - 4 e 3  E H, 
e3 E H,  and [f2,ea] = - 3 e ~  c H ,  e~ ~ H; thus, H - G-1 .  

T he  lemma is proved. 

Assmne that  H contains a nonzero element  s = ae l  + tic3 + 7e4 + 5e6. If a # 0, then [e2, s] = 
--(3t'C 3 -- /3C 4 -- ")'C. 6 = 81 ~ / i  f, [C2, 811 = Ole 4 -~- /3e 6 = b" 2 (~ H ,  and [e2, s21 = - a e 6  E H ,  whence e6 E H and 
H = G _ l .  Similarly, H = (-;_1 w h e n e v e r t t  = 0 ,  / 3 r  = / 3 = 0 ,  7 r  Ifcr  = / 3 = 7 = 0 ,  t h e n a r  0, 
e6 E H ,  and H = G- 1 .  Thus,  H :/  {0} implies H = G-1 .  Therefore ,  the represen ta t ion  of O0 oil O_1 is 
irreducible and (12) does not contain any subsystelns. 

Tile algebra F4 admits  three s t andard  gradings of height 2 and one grading of  height 4. In each of 
these, the repleSelJtation of O0 o n  k5_  1 iS irreducible and there exists an e lement  A E t-51 such tha t  [O-1,  A] 
generates Ol~. Thus,  the corresponding systems do not contain subsystems.  T h e y  consist  of fourteen,  ten, 
eight, and six equat ions,  respe(:t.ively, which will be given elsewhere. 

The  authors  are grateful t,,) V. V. Sok,)lov and 1. Z. Golubchik fin the s t imula t ing  and helpful discussions 
in tlw course ~)t this w,~rk. 
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