Estimation of the Parameters
of the Parero Distribution?)

By H. J. MaLIxk, Guelph 2)

Summary: In this paper, sufficient statistics for the parameters a and v
of the ParETO distribution are obtained. Using sufficiency, it is shown that
the statistic

N v,
z =3 log |Fir,
=1

is stochastically independent of the sufficient statistic Y,. Using suf-
ficiency and stochastic independence of Z and Y, the exact distribution
of the maximum likelihood estimator # is derived.

1. Introduetion

It is well known that a PARETO distribution
flx) =vwa®x """t a>o0,v>0,2>a (1.1)

Provides reasonably good fits to distribution of income and of property
values. For detailed arguments on the existence of such distributions in
economic life the reader is referred to the discussions by Davis, Hac-
STROEM [1925, 1960] and MANDLEBROT [1963].

Let X, ..., Xy be a random sample of size N from (1.1). Let
Y, <Y,<...< Y, represent X;, ..., X, when thelatter are arranged
in ascending order of magnitude. Then Y, (# =1, 2, ..., N) is called the
ith order statistic of the random sample X, ..., X,. Then it is easily
seen [9] that the maximum likelihood estimate of ¢ is ¥; = Min (X,, ..., X))
and that of v is
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In this paper, sufficient statistics for the parameters @ and v» of the
Parwro distribution are obtained. It is shown that ¥; = Min (X,, ..., X)
is sufficient for a when v is known; the sample geometric mean ¢ is suf-

N Y.
ficient for v when a is known, and (Y v 2 log ?l) is a joint set of sufficient
i=1

1
statistics for (e, v), when both are unknown, where (Y, Y,, ..., Y,) arc

the order statistics of the random sample. Using sufficiency, it is shown
N Y.

that the statistic Z = > log —* is stochastically independent of the suf-
i=1 i

ficient statistic Y;. Using sufficiency and stochastic independence of

Z and Y, the exact distribution of the maximum likelihood estimator %

is derived.

2. Sufficient Statistics and Stochastic independence

Theorem 1: Let X, X,, ..., X, be a random sample of size N that
has p. d. f.

f(x) = va’x 1 a>o0,v>022>a (2.1)

Then the sample geometric mean g is a sufficient statistic for » for
known @ and Y, = Min (X, X,, ..., X,)is a sufficient statistic for a for

N
known v and (E log %, Y1) is a joint set of sufficient statistics for (v,

i=1 1
@) when both are unknown.

Proof: (i) a Known

It can be easily shown that the statistic U = log X, + log X, 4+ ... +
+ log X, has the p. d. {.

/01\'

g (w; ) = f‘_(N (u — N lO!] a_):‘V—le-v(u——N log a)
w— Nloga >o

Accordingly, the joint p. d. f. of X, ..., X from (2.1) may be written as

vNanxl ~v-1 Ty —v =1 — [ (u — N log a)N—le —v(u —~N log a)]

T (N)

[ T (N) ]
(u—Nloga)¥-1x, ... 2y
= g(“; ’U) H(xls x2’ L] xN)

In accordance with the FisHER-NEYMAN criterion [Hoa, Crala, p. 262},
U=1log X, +log X, + ... +log X is a sufficient statistic for v for
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known a. Since the sample geometric mean ¢ is a function of v and N
only, the sample geometric mean g is also a sufficient statistic for known a.

(i) v Known
The statistic ¥, = Min (X;, X,, ..., X,) i. e., the first order statistic
in a random sample of size N has the p. d. {.
gln) = Nva™® 5, =71 e <y, < oo
The joint p. d. f. of X, X,, ..., X from (2.1) may be written

1
vNanxl —p—1 x};v -1 __ [N,vany—Nv 1] [N,UN——l (751 Ty ... xN)—v—lva+1]

= g(yy, a) H(xy, @y, ..., zy).

In accordance with the FisHER-NEYMAN criterion [Hoca, Craig, p. 262],
Y, = Min (X,, X,, ..., Xy) is a sufficient statistic for ¢ for known v.

(iii) Both unknown. The p.d. f.of U = 2 log % derived in Theorem 3, is
i=1

f(Z)_—.—_"—I;‘(‘%]—;T)ZN_ze*vz z2>0

On the other hand, the likelihood of the sample may be rewritten as
L= vNaNyo-1 Lyt

N -1
— [_f_l)z -2 e~"2] [NvaN”yl‘N”'l] H(yy, ..., yn)

= g(z, ¥y; @ v) H(yy, .-, Yy)
= g(2, #1; @, v) H(m, ..., zy).

In accordance with the FisHER-NEYMAN criterion [Hoca, CralG, p. 262]

N
(Z = > log ;; Y ) is a joint set of sufficient statistics for (v, a).

t==1
Theorem 2: Let X, X,, ..., Xy denote a random sample of size N
from a distribution having a p. d. f.
f(x) = vaPx—" "1 a>0,0v>01>0

Let ¥, <Y, < ... <Y, denote the order statistics of this random

N

sample. Then Z = >’ log —?i is stochastically independent of the suf-
i=1 1

ficient statistic Y.

Proof':

Since the distribution of Z is uniquely determined by its moment
generating function M ,(t). To establish the independence of Z and Y,,
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we have to show that M ,(t) does not depend upon a, since the p. d. f. of
Y, is complete.
The moment generating function M ,(f) is given by

- i
t X log v
©pYn Y gy 1
i~ [ 5 s
a a a
Make the transformation
a a a
W= Wy= -\ ..., W= —,
Y1 Y2 Yn
The transformation is one-to one, | J | = aV, and it maps
A<y <YPpp<.. <Yy<o
into
0 << Wy < Wy_1<...<<w<1
consequently,
N
s t Z 109 z— —1
U w w i=
e e T (8 )
0Jo 0 0
w; | J
(2.2)

Substituting | J | = a¥ in (2.2), we get

tz log

1 w, w w
Mz(t)zf f'[ N‘ZJ N-1, N H Wi dw,
0J 0 1] 0

which clearly does not depend upon a. Thus, by a Theorem given in [Hoaa,
Crate p. 232], the distribution of Z does not depend upon a, and so
Y;
7 = Z log <~ Y,

i=1
is stochastically independent of Y, the sufficient statistic for a, since
the p. d. f. of Y, is complete.

8. Distribution of the Maximum Likelihood Estimator of v

Theorem 3: Let X,, X,, ..., X, be a random of size N from a distri-
bution having a p. d. f.

f(x) = va®x—?"1 a>o0,v>0,%>a.

Let g be the sample geometric mean and ¥, = Min (X, ..., Xy). Then
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the p. d. f. of § = log Yi is given by
1
N—1 N -1
=2 v §V—2 ¢—vN3 §>0 (3.1)

Proof:

We make the observation that
N
Zilogég—"—: log X,+ ...+ log Xy — (N — 1)log X,
= 1

does not depend on the ordering of X,, X, ..., X,. Thus, if we take
X, < Xo, X, ..., Xy

Zony.=Zor.

and the conditional distribution of X,, X3, coo, XN given X, = x;, is
g(x X 1x)_-f - f@y Ty < Xy, .., TN
2 s N 1 [1 - ( )]AV 1 1 923 >

The characteristic function of

Z = 2 log Zlog % given X, = x, is
N-1
itzlog}?' weztloy *l( )d
1 X X
o)y =FREle z, | = = F_(E_)____z
This follows from the fact that each X, ¢ = 2, 3, ..., N, given X, = z,,
has the same distribution and the X, ¢ = 2, 3, ..., N are conditionally
mutually independent.
The p. d. f. of Z is given by
f(z) = ! e ~itz ()(t) dt
(=) = P 2 (1)
o it N-1
1 ) e flzx,) da
—_— p — il - el T2 3.
5 71:\ e —itz \ T Fe) dt (3.2)
. —® Xy

Substituting F(x;) = 1 — a%2;”, and after some algebraic simplifications

(3.2) reduces to
pN=1 (% p-ilz qf .
fn) = 55— f_wm (3.3)
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It is shown in [8] that

e~z dy 2
— a—1p-—vz
f vy Tw (54)
Now using (3.4), we have
f(z) = WNUTIV) 2N—2 g—rs z2>0 (3.5)

N ;

(3.2) is the conditional distributions of Z = " log ?71* given Y. Since
=1

Y, is a sufficient statistic and since the p. d. f. of ¥ is complete. By Theorem 2,

N Y;
Z = > log ba and Y, are independent and thus the conditional distri-
i=1 1
N Y;
bution of Z = > log Y. given Y, = g, is equal to the unconditional
i=1 1
(2 ~ Yi
distribution. So the p. d. f. of Z = > log T, is given by (3.5). But
i=1 1

~ Y,
Z = 3 log - can be rewritten as
a5

1’\7 Yi
Z:izzllog?; =log ¥y +log ¥y + ... + log YN — Nlog ¥,

1

Y.Y,...Y (Y., Y, ... Y )N
=1 12" N _1 1-2 N
S ] s
or
— g
Z = N log Y,
Setting log T;’— = S and making the transformation Z = NS, (3.5) reduces to
1
pN-1 NN-1
—_ _ N -2 p—-vNs .
g(s) = I‘(N—I)S e §>0

-1
Corollary: The p. d.{. of the maximum likelihood estimator ¢ = [log %]
1
is given by

. pN-1 NN-11 _"%y
10 ==y #>0 (3.6)

Proof:

1 .
Making the transformation & =7 in (3.1) and multiplying by the
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1
Jacobian, | J | = 3 e get (3.6) the p. d. f. of the maximum likelihood

2 Nv
estimator #. We also note that the distribution of p is a?-distributed

with 2 N — 2 degrees of freedom.
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