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C R I T I C A L  P H E N O M E N A  IN T H E  F E R M I O N I C  H I E R A R C H I C A L  

M O D E L  

M .  D .  M i s s a r o v  1 

The dynamics of the renormalization-group transformation in the coupling-constant space of the fermionic 
hierarchical model are discussed. The critical behavior of this model is described in terms of the complex 
behavior of the Grassmann-vatued mean-spin distribution density with the proper normalization. Some 
critical indices are calculated. 

1. I n t r o d u c t i o n  

In [1-3], the renormalization-group (RG) study of the hierarchical fermionic model was started. In 
particular, the reduction of the Kadanoff-Wilson RG transformation to a rational transformation in the 
coupling-constant plane was shown, the RG transformation stable points and stable invariant curves passing 
through these points were described, and the global RG dynamics in some domains of the coupling-constant 
plane were investigated. In the present paper, we study the RG transformation dynamics in depth and 
describe critical phenomena of this model. 

We recall the main definitions. A hierarchical lattice is the set of natural numbers N endowed with 
a hierarchical distance d(i , j) ,  i , j  E N,  where d(i , j)  = n s(iJ) if i :~ j .  Here, s( i , j )  = min{s : 3k : i E 
Vk,s,j E Vk,s}, Vk,s - - - -  {j:  j E N, (k - 1)n s < j < knS}, and n is a fixed natural number. Four-component 
spins r = (r Ct(i), r r whose components are generators of the Grassmann algebra, are 
placed at the sites of this lattice. 

We recall (see [1]) that we consider a fermionic field on the Grassmann subalgebra AN, which is 
generated by 4.  n N generators (r162162 i E AN; the field is determined in the volume 
AN =-- V1,N with the Gibbs state pN(r, g) (which also depends on the real parameter a). If F(r  E AN, 
then 

pN(r ,g ) ( f ( r  ---- Z~  1 [ F(r162162 *, (1) 
J 

where 

d e * =  1--[ dr162162162 
iEAN 

Hg(r  = H0,N(r + ~ L(r 
iEAN 

L(r r, g) -- r(r (i)r (i) + r162 + g e l  (i)r (i)r162 

Ho,g( r  = ~ do,N( i , j ) ( r162 r162 
i,jEAN 

(2) 

(3) 

(4) 
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(1 - na-1)2n  -~(N+I),  i r j ,  1 - n ~ - 1  
do,N(i , j )  -- 1 -- n -~ d -~ ( i ' J )  - (1 - n - ~ ) ( 1 - n  - 1 )  

do,N(i, i )  - -  1 - n ~'-2 (1 - n ~ - l )  2 
1 - n - 1  - (1 - n - o ) ( 1  - n - l )  n-a(N+l) '  

ZN(r,  g) = / e -gN( r162  *- 

The integrat ion uses the  superanalysis  rules [4]. The  RG t r ans fo rmat ion  is 

(5) 

r(~)r  = n  -"/~ ~ r  
j E V i . l  

It was shown in [2] t ha t  

pN(r ,g)(F(r(c~)r  : p N _ l ( r ' , g ' ) ( F ( r  

In the coupl ing-constant  space (r, g), the  RG t rans fo rmat ion  acts  as the  ra t ional  m a p p i n g  

rl = rta-1 ( ( ~  -t- 1 ) 2 - g  ( r +  1 ) - 1 )  
+1)5  ~ 

g, : n2a-3 ( (r + l)2 - g ) 2 
(r + 1)2 ~ g' 

(6) 

which has nontr ivial  branches wi th  the stable points  (r+,  g+),  where 

- { - V / n  _ n ( ~ - i  

r• : 1 T J ~  ' g~ : g~(r~),  (7) 

g + ( r ) -  r ( l + r ,  2 
l + r + - - - - 1  �9 (8) 

v~ 

It was shown in [3] tha t  for a >_ 3/2,  the connect ion componen t  of a s table  RG-invar iant  curve tha t  
passes th rough  the plus (minus) stable point  (SP) is de t e rmined  by a smoo th ,  monoton ica l ly  increasing 
(decreasing) funct ion g = h+( r ) ,  r > 0 (g = h_(r) ,  r < - 1 ) .  Then ,  h+(r) ~ 0 for r --~ O, h_(r)  ~ 0 for 
r -~ -1 ,  h+(r) --4 +oc for r --4 +0% and h_(r)  -+ +oo for r --4 - o o .  For 1 < a <_ 3/2 ,  the  curve g = h+(r) 
becomes a stable RG-invariant  curve for the zero SP (r = 0, g = 0). 

The  curve g = h+ (r) lies in the domain  

GI = {(r ,g):  O < r < r+, max{O, g4(r), g+( r )}  <_g < g+(r)}U 

U { ( r , g )  max{0,  r + } < _ r ,  g+(r)<_g<_g+(r)} ,  

and the curve g = h_ (r) lies in the domain  

v2 = {(r,g): r <_ r_, g; (r)  < g < g_(r)} u {(r,g): r_ < r < -1 ,  g_(r) < g < g ; (r ) } ,  
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where 

g~l(r ) = (r + 1)(n :F v/~)  - n + n 2 -a  
(r + 1)(n  :F x/n) 1 + n 1-~ (r + 1) 2, 

(9) 
r(1 - n  ~-2) 

g 4 ( r ) =  r ( 1 - n  a - 2 ) + l - n  - 1 ( r + 1 )  2 . 

Let ")'1 and 72 respectively denote  the curves g = h+(r) ,  0 <_ r < oo, and  g = h_( r ) ,  -cx~ < r <: - 1 .  In [2], 
it was shown tha t  the  upper  half-plane domains  to the  right of 71 and to the left of 72 are RG invariant,  and 
the asympto t i c  behavior  of the RG- t rans fo rmat ion  i terat ions was found in these domains .  These domains  
are denoted  by ~1 and f12 respectively. 

In Sec. 2, the RG dynamics  in the  domain  between the  curves 71 and 72 are invest igated for 2 > 
a > 1. We show tha t  after a finite n u m b e r  of RG i terat ions wi th  large enough g, the point  (r, g) with  
r >_ - ( n  ~ - n (~- l ) (n  ~ - 1) -1 enters the  domain  ~2 and  wi th  r < - ( n  ~ - n ~ - l ) ( n  ~ - 1) -1 the  domain  ~l -  
C o m p u t e r  s imulat ions  showed t h a t  all o ther  par ts  of stable invariant  curves for the  plus and minus SPs and 
the stable invariant  curve for the  infinitely d is tant  SP are in the  doma in  between 71 and 72- These curves 
slice the domain  between 71 and  72 into an infinite number  of connected  domains ,  whose points  enter either 
the  domain  ~1 or the  d o m a i n  gt2 under  RG iterat ion;  these domains  are mixed  in a fractal  manner .  

In Sec. 3, the  global RG dynamics  are used to describe critical p h e n o m e n a  in the model  under  con- 
sideration.  The  critical behavior  results  f rom the l imit ing behavior  of the  Grassmann-va lued  total-spin 
d is t r ibut ion densi ty  wi th  the  proper  normal iza t ion ,  

z (101 
i E A N  

where p(r, g) is the t h e r m o d y n a m i c  l imit  of the  s ta tes  pM(r, g) at  M --~ c~, 5 is the Grassmann  del ta  
function,  and  x* = (xl ,  21, x2, ~2) wi th  Xl, ~1, x2, and  22 being Gra s smann  variables. 

If R N ~  enters ~1 or 122 for some No _> 0, where R ( a ) ( r , g )  -- (r ' ,g ' )  is given by formulas (6), 
then  

1 / 2  1 
l im ~N (x* ; r ,g )  = e -c~(r'g)(~x1+~2x2) 

in the  normal iza t ion a = 1/2. Here, cl (r, g) is the l imit  

c~(r,g)---- l im r(N)n - N ( a - D ,  
N.-~ oo 

where r (N) is de te rmined  by the relat ion (r (N), g(N)) = n g ( a ) ( r ,  g). The  existence of the  constant  cl(r ,  g) 
was proved in [2]. In o ther  words, the l imit  is given by the "Gaussian" dis t r ibut ion;  cl (r, g) > 0 if (r, g) lies 
in the a t t rac t ion  zone of ~21, and cl (r, g) < 0 if (r, g) lies in the a t t r ac t ion  zone of gt2. 

On a half-line (r, g), g > 0, a r ea r rangement  of the l imit ing densi ty  occurs when  g increases and r > 0 
is fixed. At sufficiently small  and sufficiently large g, the l imit ing densi ty  is Gaussian (with different signs of 
the coupling constant) .  A doma in  of values of g exists in which the l imit ing densi ty  becomes non-Gaussian 
infinitely m a n y  t imes (but  on a set of zero measure) ,  being Gaussian on a set of full measure  on which the 
coupl ing-constant  sign changes infinitely m a n y  times. 

If ( r ,g)  lies on the invariant  curve 71 or 72, then  we need the  nons t anda rd  normal iza t ion a = a /2;  

the l imit ing behavior  qN/2(x*; r ,g)  is then  non-Gauss ian  and is de te rmined  by the l imit ing density tha t  
corresponds to the plus or minus  SP respectively. 

The  singulari ty of the  cons tan t  ci (r, g) a t  g --+ get(r),  where (r, get(r))  is the intersection point  of the 
half-line (r,g),  g > 0, with  the invariant curve 71 (or 72), gives one more critical index of the model.  
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2. R e n o r m a l i z a t i o n - g r o u p  d y n a m i c s  in the  d o m a i n  b e t w e e n  t he  
curves  71 and ")'2 

In what  follows, together  with the variables r and g, we use the nota t ion  

g 
= ~ ( r ,g )  -- (r + 1) 2, 

a = a(r ,g )  = 1 - ~ (r ,g )  
1 - f~(r,g)"' 

n 

and hi  = n a - l ,  h2 : n 2(x-3. We note tha t  hi  and h2 are the eigenvalues of the differential of the mapping 
R(a)  at the zero point. 

In [3] (Lemma 3), the following s ta tement  was proved: the parabola  g(r) = ~ ( r  + 1) 2, f~ -- const, 
becomes the parabola  g'(r') = ~ ( r ' + h l ) 2 / n  after one RG iteration; here, r' depends  on r linearly, r '  -- kr+b,  
where k > 0 for/3 < 1 and j3 > n and k < 0 for 1 < fl < n. Intersection points of the  parabolas g(r) and 
g ' (r)  lie on the lines r = r+.  

Therefore, each point ( r ,g)  such tha t  r > - 1  and n > f~(r,g) >_ 1 passes to the domain  g < (r + hi )  2, 
r _< - h i ,  after one RG iteration. The  invariant curve theorem implies tha t  this point  eventual ly enters the 
domain f~2. 

We find where the points of the line r = ro go. The l emma follows. 

L e m m a  1. The  line r = ro passes to the curve 

r -- h l r o  
9---- r -  h i r e r  0 - h i ( n -  1 ) ( r  + hi)  2 (11) 

after one RG iteration. For r0 > - 1  or r0 < - 1 ,  the points  (r0,g) such that  f~(ro,g) > n are m a p p e d  to 
that  part  o f  curve (11) for which r > h ln ro  + h l ( n -  1) or r < h ln ro  + h l ( n -  1) respectively. Furthermore,  
for g --4 +co, 

r'(~0,g) + ~ ,2ro  + h~(~ - 1), 9'(to, a) + oo. 

In addition, the line r = - 1  passes to the line r = - h i  while all o ther  assertions of L e m m a  1 remain 
valid. 

Lemma 1 implies tha t  for 

r > ~ 1 ( " - 1 )  ( i2)  
- A l n -  1 ' 

the points (r ,g) ,  B(r,g)  > n, move right in the r direction: r ' ( r ,g)  > r. The  l emma follows. 

L e m m a  2. I f  r satisfies condition (12) and ~( r ,g )  > n, then the point  (r ,g) enters the domain ~2 
after a finite number  of  R G  iterations. 

P r o o f .  We use the relation 

~' = ~(r ' ,g ' )  = - fin (1  
Ai - i ~-2 

A l~-(r ~-- 1) ) (13) 

For f~ > n, we have a -- (1 - /3 ) (1  - Jhln) -1 > n, and inequality (12) implies 

AI -- i 
I> 

;h~(r + 1)' 
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whence j3' > 1. Fur the rmore ,  by vir tue of Eq. (13), we obta in  

at sufficiently large r. Because we obta in  

< - -  
2n (14) 

1 - Z  ) 
Tt:)~l ~ - - - ~ ( r + l ) - i  > A l ( n ( r + l ) - l )  

for ~ > n, the  n u m b e r  k exists such t ha t  ei ther the point  (r(k),g(k)) enters the  d o m a i n  

( r + l )  2 < g < n ( r + l )  2 , r > - l ,  (15) 

consequent ly enter ing the d o m a i n  [22, or this point  enters the  doma in  where inequal i ty  (14) holds, therefore 
enter ing domain  (15) after a few addi t ional  i terations.  

We now consider the case r < - A l ( n  - 1)(Aln - 1) -1.  In the  sequel, we need the  family of curves 
g ---- f ( r ;  a), where 

f ( r ; a )  - r r--~-a(r + 1) 2. (16) 

In part icular ,  f ( r ;  a) = g+(r) for a = - ( 1  + n-1 /2) .  Direct  calculat ion shows t h a t  the  RG image of the 
curve ff = f ( r ;  a) is the curve g = f ' ( r ;  a), where 

f ' ( r ;  a ) =  r ( r  -'~ ,,~1) 2 
r - A l n a -  A l ( n -  1)" 

(17) 

We prove the  following assertion. 

L e m m a  3. Let r < - ( 1  + n -1/2) and g > g+(r). Then the point  (r,g) enters the domain ~1 after a 
finite number  of  iterations. 

P r o o f .  First ,  we note  t h a t  a point  t ha t  satisfies the  l emma  condi t ions  lies on a curve g = f i r ;  a), 
a < - ( 1  + n-1/2) .  Let r l ( a )  denote  the  abscissa of the intersect ion point  of the  curve g = f ( r ;  a) wi th  the 
parabola  g = n ( r  + 1) 2, 

an 
n _  1 . ( 1 8 )  

The  relat ion 

r '  = - , X l ( l  + , ' l (a) )  " r- rl(a) (19) 

implies tha t  the  par t  of the curve g = f ( r ;  a) with r < r l ( a )  is m a p p e d  to the  par t  of the  curve g = f ' ( r ;  a) 
with r > r2(a),  where r2(a) : -A1 (1 + r l ( a ) ) ,  under  the RG t ransformat ion .  

For r > 0, the  inequali ty f ' ( r ;  al) > f ' ( r ;  a2) > 0 holds for a2 < al  < 1 / n  - 1, and  r2(a2) > r2(al)  for 
al  > a2. Therefore,  if we prove tha t  the  par t  of the curve 

g = f ' ( r ; - ( 1  + n -1 /2 ) ) ,  r > r2(-(l + n - l / 2 ) ) ,  

lies to the right of the curve ~1, then the same is t rue for the par t  r > r2(a) of the curve g = f~(r; a) if 
a < - ( 1  + n-1/2).  
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Because f ( r ; - ( 1  + n-1/2)) = g+(r), we have 

f'(r; -(1 + n - 1 / 2 ) )  = g ~ ( r )  : 

We thus obtain the decomposition 

r + AI(1 + n 1/2) 
(r + A1) 2. 

Because 

(n 1/2 - 1)(At + n -1/2) 

g+(r) - f+(r)  = (r + 1 + n - ' / 2 ) ( r  + AI(1 + nl/2)) 

x r +  n~-]-2-i  r+(l+n - 1 / 2 ) A l + n  -1/2 " (20) 

r2(--(1 + R-1/2))  ---- ,~l(n - 1 / 2 -  1) -1 > r+(O)  ---- (~1 -- n l /2 ) (  n l /2  -- 1 ) - : ,  

(20) implies that for r > r2 ( - (1  + n - : / 2 ) ) ,  we have g+(r) > g~+(r), which means that  g~+(r) lies to the right 
of 71. 

Therefore, we have proved that  any point from the domain 

A1 = {(r ,g):  r < r l ( - ( 1  + n - I /2 ) ) ,  f ( r ; - ( 1  + n-l~2))  < g < n(r  + 1) 2 } 

enters the domain ~1 after one RG iteration. 
We now consider points lying in the domain 

A2 = {(r ,g):  r < - (1  + n- l /2 ) ,  g > max(n(r  + 1) 2 , f ( r ; - ( 1  + n-1/2)) )} .  

The RG iteration maps the part r l (a)  < r < a of the curve g = f ( r ;  a) to the part r < Al(na + n - 1) of 
the curve g = f ' ( r ;a ) ,  and f ' ( r ;a )  > f ( r ; a )  for r < Al(na + n -  1). This fact together with formula (13) 
implies that any point from the domain A2 enters the domain A1 after a finite number of RG iterations. 

We note that the RG transformation formulas do not define this transformation for the points of the 
parabola g -- n(r  + 1) 2. This restriction can be overcome if we can define the RG action in the space 
of expansion coefficients of the Grassmann-valued unit-spin distribution function. A nonnormalized spin 
density is 

P ( r  r r r  • C0 + Cl (~1~bl -~- ~2~22) -[- c2(~1~91~2~b2), 

where r r r and r are the generators of the Grassmann algebra describing the spin at the fixed lattice 
site and (co, Cl, c2) is a three-dimensional real-valued vector. In particular, the coefficient set ( 1 , - r ,  r 2 - g )  
corresponds to the density 

and the set (0, 0, 1) corresponds to the &function 6(r = r162162162 Describing the density as a point in 
the two-dimensional projective space (co, Cl, c2), we can prove that  the RG action in the space of constants 
(co, cl, c2) is determined by 

c ;  = ( c l  - C O Y  - _ c o c 2 ) ,  
n 

(21) 
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Considered as a t r ans fo rmat ion  of p2  onto  itself, this t r ans fo rmat ion  is de t e rmined  everywhere except the 
point  (1,1,1). In the new coordinates ,  the parabo la  g = n ( r +  1) 2 is the curve ( 1 , - r ,  r 2 - n ( r +  1)2), r r - 1 ,  
which becomes the curve 

( ( n + l l )  ) 0,1,  Al(n - 1 )  r +  (22) 
n -  

after one i terat ion of t r ans fo rmat ion  (21). This  curve cannot  be described in the coordinates  (r, g). However, 
after one more  i tera t ion of t r ans fo rmat ion  (21), curve (22) becomes the  curve 

. t ( r ) - l - n  - 1  ( t ( r ) - l )  2 - n  -1 
1, A1 1- -  n - i  'A2t 1 - n -1 ) ' 

where t(r) = Al(n - 1) (r + (n + 1)(n - 1)-1) .  Re tu rn ing  to the  coordinates  (r, g), we therefore see tha t  two 
i terat ions of the RG t r ans fo rma t ion  t rans form the parabola  g = n(r  + 1) 2 into the parabola  

= + : ,  
/ t "  

r (2) = - - A 2 r t r  - -  A I ( A l n  - 1 ) - -  
n + l  

n - - 1  

Under  the  RG t r ans fo rmat ion  thus  defined, the  parabola  par t  g = n(r  + 1) 2, r < r l ( - ( 1  + n -1 /2 ) ) ,  enters 
the domain  f~l after two RG iterations.  

This  completes  the  proof  of L e m m a  3. 

As for the  d o m a i n  - ( 1  + n -1/2)  < r < - A l ( n  - 1)(Aln - 1) -1,  we formulate  the  following lemma.  

L e m m a  4. I f - ( 1  + n -1/2)  (_ r < - A l ( n -  1 ) ( A l n -  1) -1 and g is large enough, then the point (r,g) 
enters the domain ~1 after  a finite n u m b e r  of  R G  iterations. 

P r o o f .  Let  s(t) = (r( t ) ,g( t ) )  be a cont inuous  curve parameter ized  by the pa rame te r  t, 0 < t < b, 
wi th  the  vertical  a s y m p t o t e  r = ro:  r(t) -~ to, g(t) --+ o0 for t -4 0. Also let the  curve s(t) lie in the 
domain  g > n(r  + 1) 2. T h e n  the  RG image of this curve, f ' ( t )  = (r ' ( t ) ,g ' ( t ) ) ,  is also a cont inuous curve 

in t wi th  the  a s y m p t o t e  r = r l ( 0 ) :  r'(t) --4 rl,  g'(t) --4 oo for t --+ 0. Here, r l  = Al(n( ro  + 1) - 1). 
We can choose bl < b such t h a t  the curve f ' ( t )  lies in the  domain  g > n ( r  + 1) 2 for 0 < t < bl. Let 
rk = A1 (n( rk-1  + 1) -- 1). If ro < - A l ( n -  1 ) ( A l n -  1) -1,  t hen  after a finite number  of steps k, the quant i ty  

rk becomes less t h a n  - ( 1  + n-1/2) .  Choosing the vertical line r = ro as the initial curve and applying the 
above reasoning several t imes,  we obta in  the assert ion of the  lemma.  

We used a c o m p u t e r  to invest igate the  RG dynamics  in those upper  half-plane domains  where the 
assertions of the  above l emmas  are invalid. The  results follow. 

The  point  ( - 1 ,  0) is the  s ta r t ing  point  of a curve t ha t  asympto t ica l ly  tends  to the  line ro = - A i ( n  - 
1)(Aln - 1) -1,  which, in turn ,  can be t rea ted  as the graph  of a smooth ,  monotonica l ly  increasing function 
g = h(r) ,  ro < - A x ( n  - 1)(Aln - 1) -1. This  curve is a par t  of a stable invariant curve for the infinitely 
d is tant  SP (given by the set (0, 0, 1) in the project ive coordinates) .  Let %0 denote  this curve. Let 

;~i = U ]~--n~i' 
n = 0  

i -- 1,2, oo, 

i.e., "Yl, 72, and "yoo are the whole stable curves for the plus, minus, and infinitely d is tant  SPs respectively. 
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Fig. 1 

In the projective coordinates, each curve ~,~ is a smooth  connected curve, which passes infinitely many 
times through the point ( -1 ,  0) and its RG preimages (-A~ -k, 0), k = 1, 2, . . . .  

In the coordinates (r, g), these curves are not connected and are unifications of their  connected parts, 
each of which passes through only one of the points (-A~ -k, 0), k = 0, 1, 2, . . . .  We note that  the RG 
transformation group is indeterminate  at the point ( -1 ,  0) and at its preimages, which must  therefore be 
deleted from the curves "Yi, i --- 1, 2, oo. 

The curves ~ are connected in the projective coordinates: the junct ion occurs on the set of points 
of the type (0, Cl, C2), which cannot be depicted in the (r ,g) coordinates. Presumably,  almost all upper  
half-plane points lying between the curves ~'1 and 72 and not belonging to the curves ~1, ~2, and "~oo enter 
either the domain ~1 or the domain  ~2 after a finite number  of RG iterations. We consider the vertical 
line r = to, g > 0. If - A l ( n  - 1 ) ( A l n -  1) -1 < ro < Cl, Cl < -A~ -1, then the vertical line crosses the curve 
q'c~ at a point  (to,go) and is decomposed into the two intervals 

Ii={r=ro, O<g<go} and I2={r=ro,go<g<oo}. 

All the points from I1 a n d / 2  enter the respective domains D2 and ~1 after a finite number  of RG iterations. 
For all other values of to, the half-line r = to, g > 0, crosses each of the curves ~1, ~2, and ~oo 
infinitely many times. If ro > 0, then the half-line (r -- to, g > 0) is decomposed into the intervals 
I1 = {r = to ,0  < g < go(to)}, I2{r  = ro, gl(ro) < g < 0o}, and infinitely many intervals into which the 
interval (r = to, go(to) < g < gl(rO)) is decomposed in a fractal manner.  The points of 11 belong to D1, 
the points o f /2  enter the domain ~2 after a finite number  of RG iterations, and the RG behavior alternates 
in the other intervals. For ro < - 1 ,  we have an analogous picture with the only difference that  the points 
of I1 belong to ~2 and the points o f / 2  enter the domain ~1 after a finite number  of RG iterations. The 
same behavior occurs for cl < r0 < 0, but  in this case, the points of both  I1 a n d / 2  enter the domain ~2 
after a finite number of RG iterations. 

Figures 1 and 2 illustrate this situation. In Fig. 1, the upper  half-plane g > 0 is depicted. It is colored 
in black and white following the rule that  black points move left, i.e., to the domain ~2, and white points 
move right, i.e., to the domain f/l ,  under RG iterations. The plus and minus SPs are circled in Fig. 1. 
We assume that  almost all points lying at the boundary separating black and white domains belong to the 
invariant curves ~1, ~2, and ~ .  A sufficiently small neighborhood of an invariant-curve point is divided 
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Fig .  2 

by this curve into two parts. Then, the structures of these parts are different for different invariant curves. 
For the curve ~1, one part  of the neighborhood is entirely white (consists Of white points), and the other 
part is mixed (contains both white and black points). For the curve ~oo, one part is white, and the other 
is black. For the curve ~2, one part is black, and the other is mixed. 

One can see the parts of the curves "Yl and ~oo in Fig. 1. Parts of the curve "~2 cannot be distinguished, 
but their existence becomes clear after amplifying the picture considerably. In Fig. 2, the amplified image 
of the square marked in Fig. 1 is given. The minus SP, which lies on the curve ~2, is at the center of the 
small circle in Fig. 2. In the example depicted, the RG parameter a = 1.7 and n = 2. 

3.  C r i t i c a l  p h e n o m e n a  

Critical phenomena in our model are related to the limiting behavior of the Grassmann-valued distri- 
bution "density" of the properly normalized total spin averaged w.r.t, the state ptr in the volume AN. 

Let ~ )  (x*; r, g) denote the distribution "density" of the normalized total spin 

for the field r in the state PN(P,g): 

~ 1 r  
CN,~ no" (i) 

iEAtr 

qN (X ; r , g )=  pg(r,g)(o(~PlV,a--x*)) , 

where x* = (xl, 21, x2, 5:2) (the &function for anticommuting variables is 5(r = r162162162 
The results of [1] imply 

(tTv(x*;r,g) = p N ( r , g )  ~ n ( - f -a)  n - - f N  r  -- x* = 
iEAN 

:72 (4 ~--a) t/0Nz(a) ~72~ [ (a-~N/ x ,*'r(N),g (N)~] 
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where (r(N),g (N)) = R N(a) (r ,g)  is the Nth  iteration of the RG transformation R(a) ,  R(a) ( r ,g )  = (r' ,g') ,  
determined by relation (6). 

Therefore, we can explicitly calculate ~ ) ( x * ;  r, g) as 

n ( 2 a - 4 a ) N  

~J~)(x*;r,g) = (r N 4- e0)2 _ gN exp{- -L(x*;n(2a-a)gr (N) 'n (4a-2a)N g (g)) }, 

where (see formula (5)) 

Co = Co(a) -- do,o(i, i) = ( 1  - na-2)(1 - n - l )  -1. 

Before stating the theorem, we recall that the existence of the constants Cl (r, g), c2(r, g), (r, g) �9 f21 t_Jf~2 
such that 

lim r ( N ) n  - N ( a - 1 )  ---- c l ( r , g ) ,  lim g(N)n-N(2a-3) ~- c 2 ( r , g )  (23) 
N --+ oo N--+ oo 

follows from Theorem 2 in [2]. Then, ct(r ,g)  > 0 for (r,g) �9 f~x, c l (r ,g)  < 0 for (r,g) �9 f~2, and c2(r,g) = 0 
only for g = 0. These results are valid for all a > 1. Analogous relations hold for the lower half-plane as 
well. 

If the spin distribution density admits the exponential representation 

i e _ L ( x . ; r , g ) ,  
p(x*; r, g) = r2 _ g 

then we can say 

if limm-~oo(rm,gm) = (r,g). 

lim p(x';rm,gm)=p(x*;r,g), 
m - - b o o  

T h e o r e m  1. Let 2 > a > 1. I f  (r(No),g(No)) �9 f~t U f~2 for some No >_ O, then 

lim O~12)(x*'r,g) = p(x* 'c l ( r ,g) ,O) .  
N-=) oo ' ' 

I f  (r, g) E 52, then 

lim ~(N a/2)(x*; r, g) 
N--+oo 

I f  (r, g) E 5x, then for a > 3/2, 

----p(x*; Co(a)4- r _ ( a ) , g _ ( a ) ) .  

lim ~(a /2 ) ( x ' ; r , g )=  p(x ' ;co((~)+ r+(a ) ,g+(a ) ) ,  
N--+oo 

and for 3/2 _7 a > 1, 

lim ~(Na/2)(X*; r,g) = p(x*; Co(a)). 
N - - +  oo  

Here, r•  and g~(a)  are determined by formulas (7) and (8) respectively. 

Proof .  The proof of the first assertion of Theorem 1 follows from asymptotic behavior (23). The other 
statements follow because 52 is a stable invariant curve for the minus SP and 51 is the stable invariant 
curve for the plus SP at a > 3/2 and for the trivial SP at 1 < a _~ 3/2. 
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We now demonstrate that  analogous results can be obtained for the total-spin distribution density in 
the volume AN, averaged w.r.t, the state that corresponds to the thermodynamic limit and belongs to an 
infinite-dimensional Grassmann algebra generated by all spins of the hierarchical lattice. 

Let, for instance, (r(go),g (No)) E ~1 U ~2 for some No >_ 0. The results in [2] imply that the thermo- 
dynamic limit exists in our model for a > 1, which means that  limits of all correlation functions PN (F(r  
exist as N --+ oc. The proof follows from the existence of limits of one-point correlation functions 

~ ( ~ ,  g) = p17(~,g)(r162 + r 

u2(r ,g)  = p17(r,g)(-r162 i E AN. 

Let 

It was proved in [2] that  the limit 

u17(r,g)= (u~(r,g) u~(~,g))" 

u(r ,g )=  lim u17(r,g) 
17-+oo 

exists. Moreover, in the case where (r, g) enters f~l after a number of iterations, the following representation 
is valid [2]: 

(:~ i - - i  

u(r, 9)---- E H A(r(k)'g(k))s(r(O'g(i)) ' (24) 
i = 0  k = O  

where 

1 Or Or 1 Or 
A(r, 9) =- n Or' Og' ' s(r,g) = n Ologc(r,9) ' 

Og Og Og 

(25) 

c ( r , g ) - ~ ( ( r + l ) 2 - g ) n - : ( ( r + l ) 2 - g ) .  

Let p -- limM~r PM and let q~)(x*) denote the distribution density of the total spin r 
' N I  Q 

w.r.t, the state p, 

q}~) = p(~(r - =')). 
We can easily obtain the representation 

(26) 

calculated 

q~/2)(x*) 1 

= -n2(~ - ~ n ( ~  + ~ ) +  ~ ~ .  

Therefore, the limiting behavior of the density q(~/2)(x*) is the same as the limiting behavior of the vector 
DNu(r (17), g(17)), where 

From formula (24), we obtain the representation 

cx~ i - 1  

VN~(r(N)'g (17)) = ~ 1-[ T17(r(N+~)'g(N+~))DNs(r(N+')'g(N+'))' 
i = O  k = O  

1 4 9 3  



where 
TN(r(N+k),g(N+k)) = DNA(r(N+k),g(N+k))D~ 1. 

A convenient representation for the matr ix A is 

where 

A(r,g) = 
~ kG 
-~~ �9 ~ �9 ( 1 -  ~)~ n - 1  r + l  

n2~--3 1 4-~-~-_~ (~ + 1)o(I-o)~ 
2n2a--4 

n--10"(O'2--O'3n---~2 1 -{-n) 

o = ~ ( ~ , g ) =  
(r + 1) 2 - g 

( r + l )  2 - t "  n 
Using asymptot ic  behavior (23) (found in [2]) and the fact 1 - a ( r ( N ) , g  (N)) = o(n-N/2), we obtain 

n a - 2  0 ) 
lim TN(r(N+k),g (N+k)) = ( 1 -  ~) N-+oo -- n"-= n - k ( a - l )  n 2 (a -2 )  ' 

(27) 

N--,oolim DNs(r(N+i),g (N+i)) = ( 
~, (L)  ( 1 -  ~ ) n - ' ( o - ' )  

_ l___L__n-i(~-l)~ 2 J " ((1 ~) Cl(~,g) ] 
(28) 

By virtue of (27) and (28), we find 

(') lim DNu(r (N) g(N))= o ( r , g )  
N-+c~ " ' 1 " 

Therefore, we have 

_(1/2)/_,~ i 
lira qN t,~ ) --  c2 ( r  ' g) N--~oo 

1 

c~(r,g) 

1 
C l ( r , g  ) (XlXl  ~- X2X2 Jr- XlXl,T2X2) ---- 

_ _  e-CX(r,g)(i~x~+i=~2), 

i.e., the limiting case of the densities q(~/2)(x*) is the Gaussian density with the "variance" 2cl(r,g). 
We now suppose that  the point  (r, g) lies on the invariant curve "~1. The restrictions on a and n under 

which the thermodynamic limit of our model exists in the SP of the RG transformat ion were found in [1]. 
It was shown that  if the spectrum of the matr ix A(r+, g+) or A(r_, g_) lies inside the unit  circle, then the 
respective thermodynamic limit in the plus or minus SP exists. 

Under the same restrictions on a and n, the thermodynamic  limit exists for the invariant curve points ~1 
and 72. The representation 

N - 1  i -1  N - 1  
uN(r,g) = E H A(r(k)'g(k))s(r(O'g(O) + H A(r(k)'g(k))UO(r(N)'g(N)) ' 

i=0 k=O k=O 
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where A(r, g) and s(r, g) are determined by Eqs. (25) and (26) respectively and 

o~  z 0 ( ~ , ~ )  = ~ + -1 ~--~-~-~ - g ' 
~ 0 ( ~ , 9 )  = O l o g Z 0 ( ~ , g )  ' 

Og 

was obtained in [2]. 
For definiteness, we consider the plus SP. If the eigenvalues of the matrix A(r+, g+) are inside the unit 

circle, then the same is true for the matrix A(r, g) given (r, g) sufficiently close to (r+, g+). If the point (r, g) 
belongs to the curve ~1, then the spectrum of the matrix A(r (k), g(k)) starting with some k also belongs to 
a circle of radius 5 < 1. 

Because the vectors s(r(O,g(O), i=  1 , 2 , . . . ,  and uo(r(N),g(N)), g = 1 , 2 , . . . ,  are bounded in the 
norm by a constant, the limit limN-,oo UN(r, g) ---- u(r, g) exists and u(r, g) also admits representation (24). 

Considering the total-spin density normalized to a/2, we obtain 

q(a/2)(x, ) = _u2(r(N), g(N)) _ ~u11 (r(N), g(N))(~lxl + ~2x2) + ~ix1~2x2. 

The expansion 

oo i--1 

= H 
i=0 k=O 

and the limiting relations 

A(r(N+k) g(N+k)) > A(r+,g+) 
' N.-=)oo ' 

s(r(N+O,g (N+O) ) s(r+,g+) 
N --) oo 

yield 

~ ( r ( ~ ) , g ( ~ ) )  > ~ ( r + , g + ) .  
N-coo 

Therefore, we have proved that  limN_,oo q(~,/2)(x*) exists and is a non-Gaussian density determined by 
the coupling constants r+ and g+, 

1 
R + ( X * ;  0 ~ ) =  - -~2( r+ ,  g + ) -  ~Ul(T+,R+)(~: lXl  + -~2X2)-~- .TlXlX2X2, 

where 
o O  

u(r+,g+) = E(A(r+,g+))'S(r+,g+) = ( I -  A(r+,g+))-lS(r+,g+) 
i=0 

and I is the unit matrix. Analogous reasoning is valid when (r, g) belongs to the stable invariant curve "~2. 
Then, the limiting density p_ (x*, a) is determined by the vector u(r_,  g- ) ,  which can be found from the 
relation 

= - A ( r _ , g _ ) )  S(r_,g_). ~(T_,g_) (I - '  
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The vectors S(r+,g+) and matrices A(r• g+) can be calculated explicitly, 

S(r+,g+) = 

I T _ _  

v ~  • l v ~  - 8 o)(o) 
v ~ T 1 8  -24-  1 T n  

v/n • 1 ( 8 -  v/n) 2 (29) 

A(r+,g+) = 

2 n + 3  
(n_ l)v/-~o (O2 T S ~  + n) 

T- ,N  ( ,/n T 1) 1T 
( n -  1) (v/-n - 8 )  

4(v/n - 8)(1 T 8)2 ] 
•  V) (• - 1) 

TSn(n_ I )  02TO----:~ ~ + n  

The following theorem holds�9 

Theorem 2. Let 2 > a > 1. If (r(N~ (No)) E f~ t3f~2 for some No > O, then 

lim qO/2)(x" ;r,g) = p(x*;cl(r,g),O). 
N--+ oo 

If (r, g) E 52, then 

and if (r, g) E z/l, then for a > 3/2, 

liT q(~/2)(x*;r,g) = p_(x*;a), 
N---+ oo 

hm q(~/2)(x* N--+oo ;r, g) = p+(x*; a), 

and for 1 < a < 3/2, 
lim q(Na/2) (x*" r, g) = p(x*;c0(a),0), 

N--+oo 

where the densities p+(x*; a) are determined by the formulas 

1 
p+(x*; a) = -u2(r+, g+ ) - ~ux (r+, g+ )(~,lxl + ~2x2) + "~ , lX lT ,2X2  

with 

ul(r+, g+) = 1 2(n- 1)(1T ~)~ 
a ( v ~  + l ) ( v ~ - 8 ) '  

u2(ri,g+)= T-)~ (Vz-~ T1)2 (1T ~)8 ( 82x/~ •  
~---V/_ ~ ~li~- & : 8) 2 n 5= 2y/-n - n 

A = 1 + n - 3 / 2  
2n -3/2 n 

i i n-~/2/0 ( 82 T 8~(1 T n-~/2/2 + ~)�9 

8 -~- 72 3 / 2 - ~  , 

Therefore, in the case where (r,g) belongs to either the invariant curve ~1 or the invariant curve ~2, 
the limiting behavior of the total normalized spin r is non-Gaussian, only slightly different from 
Theorem 1. 
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Theorem 2 gives the following picture of the critical behavior. We fix the value of r0. For definiteness, 
we set ro > 0 and c~ > 3/2. We consider the half-line (r0, g), g > 0, and let (ro, 9cr) denote the point where 
this half-line crosses the curve "Yl. Then for 0 < g < gcr, the total normalized spin in the volume A N  has 
the "Gaussian" distribution with the "variance" 

X(ro,g) = (xlY:l + Yc2x2)p(x*;cl(ro, g),O)dx" = cl(r,g) 

in the limit N --+ cx). We note that x(r, g) can be also written as 

x(r 'g)= N~oolim p(r ,g)n~[ ~ r Z e l ( j ) +  Z r ~ ]  r  
lEAN jEAN lEAN jEAN 

and this quantity is therefore an anticommuting analogue of the susceptibility. 
For g = gcr, the total spin density has a nontrivial limit for the normalization factor a = a /2 ,  and this 

limit is determined by the plus "non-Gaussian" SP of the RG transformation p+ (x*; a).  For large enough g, 
for instance, for g > (r0 + 1) 2 (as follows from the results in Sec. 2), the total spin with the normalization 
factor a = 1/2 has the limiting "Gaussian" distribution with the "variance" x(ro, g) = 2cl (r0, g ) - l ,  but in 
contrast to the case 9 < 9r this "variance" is negative. 

In the interval from get to (to + 1) 2, computer simulations show that  we jump from the attraction 
domain of the invariant set f~l to the attraction domain of the invariant set 122 and back infinitely many 
times while crossing the stable invariant curves for nontrivial SPs infinitely many times. In this respect, the 
critical behavior differs from the critical behavior in "bosonic" models where only one critical temperature 
exists (in our model, 9 is an analogue of the reciprocal temperature).  

Computer experiments show that  if 9 approaches "Yl from below, the variance x(r0, g) tends to +c~, 
and if g approaches "Y2 from above, the variance x(ro, g) tends to -oo;  if g crosses ~ ,  then x(r0, g) = 0. 
The graph of the function x(ro, g) has a complex form with infinitely many poles. 

We consider the behavior of x(ro, g) when g J" gcr, where get is the ordinate of intersection of the 

half-line (r0, g) with 71. We write g in the form g = g c r -  b(g)/z~- (g), where #+ is the largest eigenvalue of the 
RG differential in the plus SP, k(g) is a natural number, and 1 < b(g) < #+. If g -+ get, then k(9) --~ oc. 
We recall that  the explicit formula D(r+,g+) = nA(r+,g+) tr, where A(r+,g+) is given by formula (29), 
holds for the RG differential in the plus (minus) SP. If a > 1, then #+ > 1. 

Because x(r, g) = 2cl (r, g)-X and cl(r ,  g) = limN--,oo r(N)AI -N, we obtain the recurrent relations 

cl(r(k),g (k)) = A~cl(r,g), 

We consider the limit 

k(g) log A1 + log x(r (~(a)), 9(k(g))) lim logx(ro,g) lim 
9-,9r log Ig - gcrl k(9)-,~ -k(g) log #+ + log b(g) 

Using methods in [5], we can show that  cl (ro(k(a)),g (k(g))) < const. Hence, 

lim logx(ro,9) _ logAa 
g-~g, log Ig - gcr ] log # + '  

which determines the critical index in our model (in the bosonic models, it is denoted by 7). If ro < -1 ,  
then the half-line (ro, g) first crosses the curve 72 at some point (ro, 9r Analogous reasoning shows that 

lim loglx(ro,9)l= . logA1 
9-~9r log 19 - gcr I log # _ '  

where #_ is the largest eigenvalue of the RG differential in the minus SP. 
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