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1 Introduction 

CURRENTS INSIDE a conducting body can be estimated by 
measuring the magnetic and/or the electric field at multiple 
locations outside and then constructing a solution to the 
inverse problem, i.e. determining a current configuration that 
could have produced the measured field. Unfortunately, there 
is no unique solution to this problem (HELMHOLTZ, 1853) 
unless restricting assumptions are made. 

The minimum-norm estimate (HAM/~.L,~INEN and ILMO- 
NIEMI, 1994) provides a solution with the smallest expected 
overall error when minimum a priori information about the 
source distribution is available. Other methods to estimate a 
continuous current distribution producing the measured sig- 
nals have been studied (PASCUAL-MARQUI et al., 1994; WANG 
et aL, 1995; GORODNITSKY, et al., 1995). A different approach 
is to divide the brain activity into discrete components such as 
current dipoles (ScHERG, 1990; MOSHER et al., 1992). Here we 
widen this approach into arbitrary current configurations. 

In our signal-space projection (SSP) method, the signals 
measured by d sensors are considered to form a time-varying 
vector in a d-dimensional signal space. The component vec- 
tors,, i.e. the signals caused by the different neuronal sources, 
have different and fixed orientations in the signal space. In 
other words, each source has a distinct and stable field pattern. 

All the current eonfi~marations producing the same measured 
field pattern are indistinguishable on the basis of the field: they 
have the same vector direction in the signal space and thus 
belong to the same equivalence class of current configurations 
(TESCHE et al., 1995a). The angle in the signal space between 
vectors representing different equivalence classes, e.g. 
between component vectors, is a measure of similarity of the 
equivalence classes in signal space and a way to characterise 
the separability of  sources. The cosine of this angle has 
previously been used as a numerical charaeterisation of the 

difference between topographical distributions (DESMEDT and 
CHALK[.IN, 1989). 

If the direction of at least one of the component vectors 
forming the measured multi-channel signal can be determined 
from the data, or is known otherwise, SSP can be used to 
simplify subsequent analysis. For example, if an early deflec- 
tion in an evoked response is produced by one source, and the 
rest of the response is a mixture of signals from this and other 
sources, SSP can separate the data into two parts so that the 
early source contributes only to one part. In general, the 
signals are divided into two orthogonal parts: s~, including 
the time-varying contribution from sources with known signal- 
space directions; and s~_, including the rest of the signals. Both 
sl~ and s j_ can then be analysed separately in more detail. By 
analysing s t ,  we can detect activity originally masked by s~. 
On the other hand, the sources included in stl are seen with an 
enhanced signal-to-noise ratio. By forward modelling of 
sources in selected patches of cortex, it is possible to form a 
spatial filter that selectively passes only the signals that may 
have been generated by currents in the given patches. If the 
subspace defined by artefacts can be determined, the artefact- 
flee S L can be analysed. 

In SSP, in contrast to PCA (HARRIS, 1975; MAIER et al., 
1987) and other analysis methods (GRUMMICH et  al., 1991; 
KOLES et aL, 1990; KOLES, 1991; SOONG and KOLES, 1995; 
BESA*), the source decomposition does not depend on the 
orthogonality of  source components or the availability of 
source or conductivity models. No conductivity or source 
models are needed if the component vectors are estimated 
directly from the measured signals. This is useful when no 
source estimation is needed, e.g. when artefacts or somato- 
motor activity in a cogrritive study must be filtered out. The 
angles between the components provide an easy and illustra- 
tive way to characterise the linear dependence between the 
components and thus the separability of sources. 

The concept of signal space in MEG was introduced 
previously ([LMONIEMI, 1981; [LMONIEMI and WILLIAMSON, 
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1987; |LMONIEMI et aL, 1987). The SSP method, invented 
previously (ILMONIEMI, 1992; 1993), was first applied to MEG 
signals by Miettinen (M1ETTINEN, 1992). We performed a 
systematic analysis and evaluation of the method (UUSrrALO, 
1993; UUS[TALO et al. 1994). Tesche et  al. described a 
practical application of the method, and Hgm,~l~inen presented 
a mathematical summary (TESCHE et al., 1995a; HAMALAI- 
NEN, 1995). Huotilainen et al. used the method to identify and 
remove eye-blink artefacts, and Jousm/iki and Had used it to 
remove cardiac artects (HuOTILAINEN e l  aL, 1993; JOUS=~s 
and HAm, 1996). Berg and Scherg presented a related method 
to remove eye artefacts (BERG and SCrtERG, 1994). Examples 
of the use of SSP have been provided by Tesche et al. and 
Salmelin et al., and SSP has also been demonstrated to 
characterise the local osciIlatory content of spontaneous cor- 
tical activity during mental imagery (TESCHE et aL, 1995a; b; 
SALMELIN et al., 1995). 

This work, largely based on our previous work (UUSITALO, 
1993; UusrrALO et aL, 1994), presents the mathematical basis 
of SSP, relates it to other comparable methods and analyses 
the accuracy of the method. 

2 SSP method 

2.1 Basic concepts 

We consider the outcome of a measurement of the electro- 
magnetic field with a d-channel device as a time-dependent d- 
component signal vector re(t). The set of all values of m forms 
the d-dimensional signal space ~ .  

Here, a source is defined as a set of current elements whose 
amplitudes behave identically as a function of time, and a 
component vector is defined as the signal vector caused by one 
source. As the relative amplitudes of the current elements 
forming a source do not change, a component vector has a 
fixed orientation in the signal space. In other words, each 
source corresponds to a constant output pattern whose ampli- 
tude changes with time. 

The measured signal vector is a sum of M component 
vectors and noise 

M 
re(t) = ~ a,(t)s i + n(t) = Sa(t)  + n(t) (I)  

i--I 

where s~ are linearly independent unit-length component 
vectors defined by the geometrical configuration of the 
sources; a(t) is their time-varying amplitude; and n(t) is 
noise. The matrix S = (s I , s2 . . . . .  su) is independent of  time. 

The component vectors are often estimated one at a time. 
Then new component vectors si that depend linearly on the 
others are not accepted, because they would represent a linear 
combination of the activity of  the others. 

The projection operators Pt and P.L are the tools for 
carrying out SSP, i.r for dividing the signals into contribu- 
tions from different sets of sources. The contribution from 
selected sources 1 . . . . .  k (1 ~< k < Mr) can be separated by 
dividing the signals m rote two parts: s~, belonging to the 
snbspace spanned by the component vectors 1 . . . . .  k; and s~, 
which cannot be produced by a~w linear combination of 
sources included in matrix K = (s l, s 2 . . . . .  sk) 

s~=P,m si =P• (2) 

Thes~ operators can be computed with the help of the singular- 
value r decomposition of the matrix K =  UA V . The first k 
columns of U form an orthonormal basis for the column space 
of K, and therefore 

= u ,  v f  = t - (3) 

Uk contains the first k columns of  U and I is the unit matrix. 
The amplitudes a of  the components (s 1 , s,, . . . . .  s k) can be 
estimated from 

~(t) = V A  -~ ur ,n tO  (4) 

and minimise the norm tlKT(t) - re(Oil 2. 

2.2 SSP method in br ie f  

The use of the SSP method requires that we first select k 
component vectors to form the matrix K = (sl, s2 . . . . .  Sk). 
The measured signals re(t) are then divided, according to eqn. 
2, into two parts: s~, including an estimate of  the signals 
produced by the sources 1 . . . . .  k; and sj., including the rest. 
Both s~ and s i  can be used for further analysis. 

s~ gives the contribution of the sources 1 . . . . .  k with an 
enhanced signal-to-noise ratio. This is especially useful in the 
analysis of unaveraged data (TESCHE et aL, 1995a). By 
forming K from calculated magnetic fields produced by ad 
hoc sources, we can form a spatial filter Pll, passing only those 
signals that could have been generated by the given sources. 
The amplitudes of the sources 1 , . . . ,  k can be estimated 
according to eqn. 4. 

Small unknown sources masked by the known ones can be 
examined in s j_. By forming K from characterised artefacts, we 
can study the artefact-free s• The SSP method has been 
reported as a tool for removing artefacts caused by eye blinks 
(HuOTILAINEN et al., 1993), the heart (JOUSMAK1 and HARI, 
1996) or by homogeneous gradients (H.AM)i.L,~klNEN, 1995). 

2.3 Estimation o f  component  vectors 

Component vectors can be estimated without models 
directly from the measured signals re(t), if we can select a 
time instant ti, when the source of interest is known to be 
strong compared with other components of  re. The selection of 
t~ can be based on knowledge from previous studies, on 
additional measurements, on the constancy of the direction 
of the measured signal vector, on the form of a signal, or on 
other additional information or assumptions. The estimate 
si = m(ti)/llra(ti)ll deviates from the true direction of a given 
source because of the presence of other sources and noise. 

The estimation of a component vector can be facilitated by 
taking additional measurements in the presence of as few 
distracting sources as possible. For example, let us consider a 
cognitive task in which the subject responds by moving a 
finger. Before the task, we can measure the activity produced 
by the finger movement alone. This contribution can then be 
projected from the signals in the cognitive task. 

When sources are modelled, e.g. by current dipoles, s~ can 
be computed from the model st = c(x)/tle(x)ll, either by 
setting the model parameters x ad hoc, or by minimising 
eqn. 5. The estimate ~ deviates from the correct unit compo- 
nent vector s~ owing to noise and other active sources, as well 
as approximations introduced by the source and conductivity 
models. 

I f  the aim is to filter away the estimated contribution of 
certain 'uawartted' sources from given data and there is no 
need to model the unwanted activity, individual component 
vectors are not needed. Instead, the vertical columns of the 
matrix g can be linear combinations of component vectors, 
because they span the same subspace. Principal-eomponem 
analysis (HARRIS, 1975) can be useful in estimating the 
dimensionality of the subspace spanned by the unwanted 
sollrees. 
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2.4 Modelling the signals 

A current model can be used to estimate the source config- 
uration producing the signals sa. The model-derived signals c 
must be subjected to the same projection operators that were 
applied to the original data. Thus, for example, in least-squares 
minimisation, the parameters x of  the model are obtained by 
mmzmlslng 

IIP x m  - P +c(x) ll (5) 

The resulting e(x) need not be orthogonal to the vectors 
projected out by P+. 

2.5 Error estimates f o r  current model parameters 

2.5.1 Arbitrary current models: In the following, we consider 
a situation in which contributions of  known component 
vectors are first removed from m by applying Pz.  The effect 
of  noise on current model parameters underlying an unknown 
component vector st is then examined. The signals s 1 can be 
decomposed as 

s 1 = PIISl + P•  1 = Sl! + SA_ (6) 

The angle in ~ between s I and sl! is 

6) = a r c c o s - -  sl" s!j (7) 
list II IIsH il 

Noise causes the projected signals P•  =P=s l  + P i n  to 
deviate from the direction of the noiseless P• I by an angle 
6. If  6 is small, its effect on parameter x~ estimated from the 
projected data is 

~ = (a~,/&~)~ = ~tk.,.~ (8) 

where kx, i = (Oxi/O6) -~ . For simplicity, the dependence of  Ax i 
on the direction o f f  has been le~ out of  the formula. When the 
signal-to-noise ratio (SNR) is high, 6 ~ 1/SNR, and 

1 a 
Axi ~ S/V/~ "" [Is I II sin 0 (9) 

where a is the standard deviation of the noise in each sensor. 
The constant of  proportionality depends on the current model 
and measurement geometry (see following Section). 

2.5.2 Current dipole model: the estimated current dipole 
parameters x ,y ,  z, Qx, Qy, and Q= deviate from x0,y 0, z o, 

,o, Qr.o and Qz.o that would be obtained without noise. 
ere is an error Ar in location, an error AQ in dipole 

moment, and an error Af2 in dipole direction~-. By neglecting 
noise parallel to P~sl ,  

liP+nil 
= arctan ~ arctan ~  - (10) 

IlP+sl II Ilsj II sin O '  

d is the number of  vectors included in P1t and noise is 
assumed to be normally distributed in all channels, 
n~ = N(0, a )q i .  As the dimension of the affecting noise is 
reduced with minirnising eqm 5, it is better to use 

6 ~ arctan o ' ~  ~ a ~  (11) 
IIsl It sin | Ils111 sin O 

between the fft~es O = (O, Ov'(2~) r and Oo "-L (O,.0O~,oOz.0) r. The 
d~ole momont is denoted by O 

where p is the number of  model parameters. The Last approx- 
imation requires a high SNR. The estimates Ar, AQ and A~, 
calculated according to eqns. 8 and I 1 are 

Ar = qrffa (12) 
~ilsz II sinO 

A"~ = 4rff~ (13) 
Ils~ tl sin 0 

tl t It sm o 

In the calculation, it was assumed that perpendicular equal- 
amplitude dipoles produce perpendicular signal vectors of  
equal length. When this is true, the angle between component 
vectors in the signal space is the same as the angle between the 
corresponding dipole directions (assuming the same dipole 
locations), and kfl = I, k 0 = I/IIQII. The particular measure- 
ment system determines k r. The results of simulations (Fig. 
3d) with the 122-sensor system Neuromag-122 TM (AHONEN et 
al., 1993) show that this assumption is approximately satisfied 
in practice for tangential sources. Radial dipoles in lVlEG 
analysis can be neglected, because they produce no detectable 
signal. 

3. Angles between component vectors 

The key factors affecting the accuracy of  SSP are the SNR 
and the angles be~ 'een component vectors. The separability of 
sources improves as the corresponding component vectors 
become more perpendicular. The simplest and most widely 
used source model is the current dipole. Therefore, we 
calculated angles between signal vectors produced by dipoles. 
The sensor army used in the calculations was like that in the 
Neuromag-122, shown in Fig. 1. 

A reference dipole was placed in three areas (Al, A2 and A3, 
Fig. I), within a spherically symmetric conductor model, at 
distances of  5, 6, 7, 8 and 9 cm from the sphere origin O. 
Areas Al and A2 were directly under one Neuromag-122 
sensor unit. The reference dipole determined the local co- 
ordinate system (Fig. 2). A second dipole was moved in this 
system by changing only one parameter (~b, ~, t ,  xa, Ya or zd) 
at a time. The behaviour of  the angle | between the signal 
vectors of  these dipoles is illustrated in Figs. 3 and 4. 

Fig. 3 shows that (9 behaves quite similarly for all three 
reference points, as long as they are equidistant from the 
sensor array surface. The difference is smallest between areas 
A1 and A2 as, in these locations, the reference dipole is under 
the centre of  one measuring sensor. The behaviour of  (9 as a 
function ofct and fl is similar to the behaviour as a function of  
x d and Ya, respectively. 

When changing the depth z a of  the second dipole or moving 
it along its direction, i.e. varying Ya, 6) grows markedly slower 
than when the second dipole is moved sideways (xa). This is in 
agreement with the fact that the localisation of  a dipole is most 
accurate sideways, and about equally accurate in depth and in 
the direction along the dipole (KNutYrILA et al., 1993). 

As seen in Fig. 3d, @ differed very little from the angle 
between the dipole directions in areas Al and A2. Thus, the 
assumption concerning perpendicular equal-amplitude dipoles, 
used in calculating the estimates in Section 2.5.2, is very good 
when the current dipole is directly under a pair of measure- 
ment coils. The assumption would be exactly true if there were 
no other measuring coils. 

'r~ tradevmrk 
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(a) Test dipoles under array of  sensor units of  Neuromag- 
122 instrument; dipoles are on positive Z-axis, pointing 
toward~ positive Y-direction in area A ~; on negative Y-axis 
pointing along positive Z-direction in area A:; dipoles h~ 
area A z are obtained from those in area A ~ by rotating Z-axis 
to pass from origin 0 to point ~ ; (b) gradient components of  
magnetic field OBz/ax and OBz/Oy are measured by each 
sensor unit containing two orthogonal figure-of-eight coils 

When the dipoles were moved with respect to each other at 
different distances from the sphere model origin O in area At, 
O grew faster on the surface o f  the skull (Fig. 4). The 
shallower the dipoles were, the more a change in their location 
changed the direction of  the signal vector in the signal space. 
The angle O behaved approximately linearly as a function of  
qb at all depths. 
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Angle 0 between signal vectors of  rejerence and second 
dipoles as fimctions of  varied co-ordinate (in local co- 
ordinate aystem, Fig. 2), when reference dipole is in AI, 
.4 z, or A 3, 7 cm from ortgin of  sphere model 

were filtered away from the signals by the projection operator. 
The estimated parameters of  the dipole determined by mini- 
mising eqn. 5 were compared with those of  the true reference 
dipole. 

4.1 Method 

The locations ri and the directions Qi/IIQ, II of  the second 
and third dipoles were assumed to be known. The dipole 
amplitude was I0 nA m, which is typical for evoked 
responses. 

The passband was assumed to be 0-100 Hz and the signals 
were assumed to be an average of  I00 responses. Noise 
in all channels was assumed to be uncorrelated and 
normally distributed, n,=__~_N__(O, a) for all i, with 
tr = [500 f T / ( m ~ ) ] -  ( ~ ' 0 0  Hz/~f l -~)  = 500 iT m -1 . 

A projection operator was formed according to eqn. 2. The 
dipole parameter estimates were calculated as averages from 
100 simulations. As an initial guess, a dipole at a distance of 
about 1 cm and I aA m from the real one was used. 

4 Accuracy  of  S S P  and error  es t imates  

Simulations were carried out to test the accuracy of  the SSP 
method as well as the derived error-estimate formulas. The 
sum of  the signals produced by the reference dipole, a second 
dipole and nois~ were calculated for all locations and orienta- 
tions illustrated in Figs. 3 and 4. In some cases, a third dipole 
was added. The contributions o f  the second and third dipoles 

4.2 Results 

The errors Ar, AQ and A~  from the simulations are plotted 
in Fig. 5 as functions of  | The solid line is of  the form 
Co/s in  O, according to the calculated error estimates eqns. 
12-14. The results were similar when a third dipole was 
present. 

The agreement between the simulated results and the 
calculated estimate certify that the model parameter errors 
depend linearly on (sin@) - I .  The angle @ between compo- 

Fig. 2 

z= zd y~ 

Local co-ordinate ~ystem fixed to reference dipole Q (bold .-30 -lo 10 30 
arrow); co-ordinates are marked by x d, Ya and z~; ct and a, ~ 

a 

f l= displacement sideways and along direction of  dipole, 
keeping dL~tance from origin 0 constant; current dipole Q 
remain~ directed along tangent o f  dashed circle as ct or [J is 
changed; ~ =orientation in plane o f  dipole; for reference 
dipole Q ~kown, ~=0~ [3---0 ~ and ~b=90 ~ 

Fig. 4 
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Angle 0 between M g ~  vectors o f  reference and second 
dipoles as funclion of  varied coordinate (in local co- 
ordinate system, Fig. 2), when reference dipole is 5, 6, L 
8, or 9 cm from sphere model o~gin in A 1 
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Fig. 5 
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Errors (a) At. (b) AQ and (c) Al) as function of  19 when dipole to befitted (reference dipole) is in At, 7 era from sphere model origin; 
(a)--~(c) information computed from simulations during which ~, [3, xa, Yd or zd was varied; solid line is form Co/sin O; C o ha, been 
adjusted to right order o_f magnitude at 19 --- 90 ~" 

nent vectors determines the separability of  the sources. If 
| = 30 ~ the error in determining the source parameters is 
about 1/sin 30 ~ = 2  times greater than when the interfering 
signals from the known sources do not exist. Errors grow 
rapidly as (9 becomes less than 30% Thus, the limit of  
separability of  the sources with SSP is roughly ( 9 = 3 0  ~. 
Thus, in the situation illustrated in Fig. 3, the resolution is 
4- 1 cm in x a and 4- 2 cm in Y,/ and z a. 

5 Discussion 

Considering MEG and EEG signals as linearly weighted 
sums of  time-varying but spatially fixed source patterns, we 
constructed projection operators to divide the signals into two 
parts; s!l , including the time-varying contribution from sources 
with known signal-space directions; and S L, including the rest 
of  the signals. Both parts can be separately analysed, as 
explained in Section 2.2. The behaviour of  model error 
parameters for the unknown part was examined. It was 
found that the errors were inversely proportional to the SNR 
and sin (9, where | is the angle between the sigrtal produced 
by the modelled activity and s~. It was concluded that if 
(9 < 30 ~ source localisation becomes unreliable. The beha- 
viour of  O was examined in particular for current dipoles 
recorded by the Neuromag-122 TM system. 

Restricting all sources to current dipoles in a known 
volume-conductor geometry reduces SSP to the commonly 
used multi-dipole approximation (SCHERG, 1990; MOSHER et 
al., 1992). This approach applies equally to distributed and 
other non-dipolar sources and to situations where the con- 
ductivity structure is unknown. 

In estimating the accuracy of  the SSP method, the directions 
of  the signals, and thus the locations r,- and the orientations 
Qi/llQill of  the dipoles included in the projection operator, 
were assumed to be known exactly. The error AF in knowing 
the exact directions in the signal space causes additional noise 
in the analysis. This noise is proportional to the product o f  
sin(AF) and the amplitude of  the signal vector that is projected 
away. 

The angle t9 between component vectors determines the 
separability of  the sources. The angles between component 
vectors depend on the measurement geometry, but eqn. 9 and 
Fig. 5 are more generally applicable. 

When the sources oscillate with distinct frequencies, it may 
be beneficial to transform the data into the frequency domain 
to separate the sources, The analysis of  Fourier-transformed 
data is analogous to that of  time-dependent data (LOTKENH- 
ONER, 1999_; TESCHE and KAJOLA, 1993; SALMELIN and 
H.LVlALs 1995). An example of  this, in relation to the 
SSP method, is the study (TESCHE et aL, 1995b) on the local 
oscillatory content o f  spontaneous cortical activity during 
mental imagery. 
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The idea of  estimating the activity in a certain area of  the 
brain by a linear combination of  signals measured outside the 
skull has been presented previously. Robinson and Rose called 
their method spatial filter imaging (SFI) and used it to create 
'virtual sensors' to look at brain activity in specific areas 
(ROBINSON and ROSE, 1992). Ahlfors et al. employed linear 
combinations of  signals, determined by the minimum-norm- 
estimation procedured (AHLFORS et al., 1992; ~ I N E N  
and ILMONIEMI, 1994), to detect unaveraged visually evoked 
responses. Lfitkenhoner et al. increased the SNR of  single-trial 
auditory evoked responses by first determining a fixed dipole 
on the basis of  averaged data and then letting only its 
amplitude vary on the basis of  tmaveraged signals 
(LOTKENHONER et al., 1993). 

When looking for components of  a certain form that are not 
strongly correlated, the search can be automatically done using 
the subspace scanning method in MUSIC (MOSHER et al., 
1992). Here, the problems are the selection of  the number of  
components and the suitability of  the selection of  the form of 
the components. In addition to searching for individual com- 
ponents, both PCA and MUSIC can be used to divide the 
signal space into the 'significant signal' and noise spaces. 
After this the 'significant signal' space carl be used for further 
analysis, e.g. to fit dipoles (SOONG and KOLES, 1995). 
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