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In the planning of a sample survey of an animal population, it is important to 

decide how many sample units should be taken to estimate the population mean 

with a desired precision. For this decision, we need some information concerning 

the mean and variance of the population to be sampled, which is usually obtained 

by preliminary sampling or by guess work. Also, when applying the analysis of 

variance to the data obtained from a sample survey, the individual counts should 

be transformed in a proper way to stabilize the variance unless the variance is 

independent of the mean. Since the variance in most biological populations changes 

in some relation with the mean density, it would be useful if we can find out a 

definite relation between mean and variance for the spatial distribution pattern of 

the species concerned. 

As shown in a previous paper (IwAo, 1968), the relation of mean crowding to 

mean density can be fitted to a linear regression in a variety of both theoretical 

and biological populations. From this relation, we can derive an approximate 

method for estimating sample size in simple random sampling and a systematic way 

of transformation of raw data, both of which can be applied widely without restric- 

tions as to the distribution pattern. 

ESTIMATION OF SAMPLE SIZE IN SIMPLE RANDOM SAMPLING 

The mean crowding, m,* is related with the variance, V, in the following way 

(LLOYD, 1967) : 

�9 = m +  (V/m-1), (1) 

where m is the mean density per habitat unit (quadrat). 

From this, we get 

V=m(~n-m+l). (2) 

If ~ is linearly related with m over the range of re's, �9 can be expressed by 

i Contribution from the Entomological Laboratory, Kyoto University No. 418. 
z Contributions from JIBP-PT No. 52. Aided in part by a grant from the Ministry of 

Education for the special project research, 'Studies on the dynamic status of biosphere'. 
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~h=a+/~m, (3) 

as shown in the previous paper (Iwho, l.c.). 

Substituting (3) into (2), 

V= ( a + l ) m +  ( f i - 1 ) m  2. (4) 

When m, V, a and fl are replaced by their sample estimates 2, s ~, & and /~ re- 

spectively, the standard deviation of the mean density, s~, is given by 

s~ : ? ( a +  1) ~ + ( ~ -  1) ~ (5) 
q 

where q is the number of sample units taken. 

Since the half-width of confidence interval, d, is given by d=ts~, where t is the 

value of the normal deviate corresponding to the desired confidence probability 

(STUDENT's t),l we get 

d=  t ?  (~+1)1  + ( ~ -  1)~ 2, (6) 
q 

and hence the number  of quadrats to be sampled is 

t~ / ( ~ -  1) ~2). q = d ~ ( ( ~ + l ) 2 +  (7) 

If we are interested in the magnitude of error  relative to mean density, D =  d/2, 
which is more widely used in population studies, we have 

n = t A /  1 ( ~ + 1 + ~ _ 1 )  , (8) - -q -  ~ - ~ -  

and 

t ~ / h + l  ~ 1). 
q = ~ D ~ ( ~ + k t -  _ (9) 

Equation (7) or (9) can be used for the determination of sample size by knowing 

the approximate  level of mean density of the population that  is being sampled. 

If the proportion of q to the total number  of units in the population Q is 

appreciable, the corrected number  of sample units is given by 

q' - q . (10) 

Strictly speaking, the equations (6) through (9) are valid only when the sample 

mean :~ is normally distributed about the true mean of the population. They  are, 

however, applicable more generally for our practical purpose, because the normal 

approximation can be allowed even for highly skewed distributions as far  as the 

number  of sample units is sufficiently large and because a considerable amount  of 

skewness in the distribution of :~ can be tolerated if we are more interested in the 

total amount  of the error of estimate rather  than the upper and lower limits of it 

Put t--2 for 95~/a confidence probability, if q ~ 30. 
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(COCHRAN, 1953).' 
I t  is apparent from the equation (9) that the sample size needed for a specified 

degree of precision D depends on the values of ~ and # as well as on the level of 

mean density; the influence of tr on sample size gradually decreases as the mean 

density increases, while the effect of /~ is independent of the density. Since ~r : 0 

and B = I in the POlSSON distributions, the equation (9) is reduced to the f o r m  

t 2 1_. If the distributions follow the negative binomial series with a common q--  D 2 x 
t 2 / 1  1 ~  

k (i. e. er=0 and B= 1 + 1 ) ,  the equation becomes q=-D2~x + k)" When putting 

t-~l, 2 this is identical with the equation given by KUNO et al. (1963) and ROJAS 

(1964) for this particular distribution model. For the positive binomial distributions 

t 2 / 1  1"~ 1 
with a common M, we get q - - ~ r ~ - k ,  ) because a = 0  and # = 1 -  ..~" 

MORISITA (1964) derived the basic relation of It to sample size, and ONO (1967) 

F 
described the equation for simple random sampling as q = - D ~ ( I ~ - I  +x-l-). When It 

in this equation is replaced by (~-+  B), which is valid as far  as q is sufficiently 

large (see IwAo, I.c.), we have the same equation as (9). Since I~ shows a constant 

value over a range of different mean densities only in the limited cases (IwAo, I.C.), 

the equation (9) would be applicable more generally if a linear regression has been 

proved to be fitted to the relation of mean crowding to mean density for the species 

concerned. 

METHOD OF TRANSFORMATION FOR STABILIZING VARIANCE 

When the variance is closely related to the mean intrinsically as in the cases 

discussed here, the analysis of variance cannot, strictly, be applied to the raw data 

unless individual counts would be transformed in such a way that the variance can be 

stabilized, because the analysis is based on the assumption that the variance is independ- 

ent of the mean. It is known that when the variance is expressed by a function 

g(m) of the mean m theoretical transformation f(x) satisfying this purpose can be 

derived from 

f (x)=c I ~ - d x ,  

where c is an arbitrary constant. Using this f(x) instead of x we can expect the 

new variance, Var ~f(x)3, having a constant value c 2, irrespective of the mean (see, 

for example, BEALL, 1942). Fortunately, this type of transformation also improves 

considerably the normality of distribution and the additivity of effect as well, which 

1 If the more accurate estimation is desired, we can find out an appropriate way of 
transformation of original data, as will be shown in the next chapter. 
This means that the ratio of standard error to mean is set at the desired level. 
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are the other two assumptions underlying the analysis of variance. 

Now since g(m) in the present case is ( a + l ) m +  ( /~- l )mL the transformation 

required is given by 

f (x) = c  ( a + l ) x +  (/?---1)x ~ dx. (11) 

This  generates several different forms of transformation listed below in accordance 

with the values of a and ~. 

i) a > - - l ,  0 > 1 :  

f ( x ) =  s i n h - l i ~  x = l o g ~ ( ~ a ~ l l  x + ~ / ~ + ~ x + l  ), (12) 

Var[ f  (x) ] = ~ ; 

ii) a = - l ,  B > I :  

f (x)  = log, x, (13) 

V a t ( f  (x) ] - ~ 0 - 1 ;  

iii) a > - l ,  ~=1 :  

t'(x) =V~-, (14) 

a + l  
Var[ f  (x) ] = 4 ; 

iv) a > - l ,  ~ < 1 :  

f (x )  = sin -1 . / 1 - / ~  x,  (15) v ~  

Var[ f  (x) ] --- 1 - 
4 

I t  is obvious that  a set of these t ransformations covers a wide var iety of 

biological data, as expected from the wide applicability of linear regression between 

the mean crowding and the mean to both theoretical and natural populations 

(IWAO, I.c.).  For example, the negative binomial series with a common k offers a 

special case of (i) (a=0 ,  / ~ = l + l / k )  resulting the BEALL's (1942) t ransformation 

f (x )  = s inh - l l /~ /k  where Var[ f (x ) ]= 1/4 k. Similarly, the familiar square-root and 

arcsine transformation for the POISSON and the positive binomial distribution f (x)  

= V ~  with Var[ f ( x ) ]equaI  to 1/4, and f ( x ) = s i n - X l / x ~  - with Var I f ( x ) ]  equal 

to 1/4k', respectively 1.- can be derived as special cases of (iii) and (iv) by put- 

ting a = 0, and a~- 0, 19 = 1 - 1 / k ' ,  respectively. 

When we are concerned with the analysis of field populations whose distribu- 

t ions  are almost  invariably contagious, the equation (12) above will provide a 

standard method of t ransformation for stabilizing variance. Apparently it has by 

far  wider applicability than the BEALL'S transformation, and also the theoretical 

1 The parameter k' indicates the maximum number of individuals a sample unit could 
contain, but in the sampling for proportions it means the sample size or the number 
of trials. 
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basis for the form of g(m) is ra ther  valid as compared with the TAYLOR's (1961) t rans-  

formation,  f ( x ) = x  ~-~/~, based on the purely  empir ical  re la t ionship  g ( m ) = a m  ~ where 

a and b are constants .  The  calculat ion of f ( x )  by the equat ion (12) may  be some- 

what  laborious, bu t  this does not  become a serious difficulty since at  p resen t  we can 

leave the ent i re  process of calculat ion to the computer .  

SUMMARY 

An approximate method for estimating the sample size in simple random 

sampling and a systematic way of transformation of sample data are derived by 

using the parameters ~ and #9 of the regression of mean crowding on mean density 

in the spatial distribution per quadrat of animal populations (IwAo, 1968). If the 

values of ~ and ~ have been known for the species concerned, the sample size 

needed to attain a desired precision can be estimated by simply knowing the 

approximate level of mean density of the population to be sampled. Also, an 

appropriate variance stabilizing transformation of sample data can be obtained by 

the method given here without restrictions on the distribution pattern of the 

frequency counts. 
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