
Advances in Computational Mathematics 3(1995)251-264 

Error estimates and condition numbers for radial 
basis function interpolation 

Robert Schaback 
Institut fiir Numerische und Angewandte Mathematik, Universitiit Gottingen, 

D-37083 Gottingen, Germany 

Received 9 November 1993; revised 31 October 1994 
Communicated by L.L. Schumaker 

251 

For interpolation of scattered multivariate data by radial basis functions, an "uncertainty 
relation" between the attainable error and the condition of the interpolation matrices is 
proven. It states that the error and the condition number cannot both be kept small. Bounds 
on the Lebesgue constants are obtained as a byproduct. A variation of the Narcowich­
Ward theory of upper bounds on the norm of the inverse of the interpolation matrix is pre­
sented in order to handle the whole set of radial basis functions that are currently in use. 

1. Introduction 

Interpolation by "radial" basis functions requires a function CP: ~d ~ ~, a space 
P:;' of d-variate polynomials of degree less than m, and interpolates data values 
YI, ... ,YN E ~ at data locations ("centers") Xll ... ,XN E ~d by solving the system 

N Q 

L O!jCP(Xj - Xk) + L f3IPI(Xk) = Ykl 1 ~ k ~ N, 
j=1 1=1 

N 

LO!jPi(Xj) 
j=1 

+ 

for a basis PI, ... 'PQ of p:;" where 

o =0, 1 ~ i ~ Q, 

(1.1) 

See table 1 for the most commonly used examples. In self-evident matrix formu­
la tion the system (1.1) reads as 

(1.2) 
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Table 1 
All entries are modulo factors that are independent of rand h, but possibly dependent on parameters 
of <P. Unreferenced cases for G are treated in section 3, where we included the constants. 

<p(x) = ¢(r), r = II x 112 F(h) G(h) 

r/3, (3 E lR>0\2N h/3 h/3 
thin-plate splines [18] [2]: d = (3 = 1 

[3, p. 419]: (3 E (0,2) 
[13, §VI]: (3 = m - d12, dodd 

( -1) 1+(J(2r /3log r, (3 E 2N h/3 h(J 

thin-plate splines [18] [13, § VI]: (3 = m - d12, d even 

('/ + r2)/3(2, (3 E lR\2N;.0 e-8(h h2e-6(h2 [11, p. 90]: , = 1 = (3, d = 2, 
Multiquadrics 8>0 he-2d(h [3, pp. 422-423]: , = 1 = (3 

[10] h/3 exp (-I2.76,dlh) 

e-/3,', (3 > 0 e-8(h2 h-de-,(h2 [13, p. 90]: (3 = 1 

Gaussians 8> 0 [lO] h-d exp (-40.7ld 2/((3h2)) 

2 d(2 
7r ) k-d(2 

f(k) Kk_d(2(r (rI2) h2k- d h2k- d 

2k> d, as in [18] 
Sobolev splines 

and solvability is usually guaranteed by the requirements rank (P) = Q ~ Nand 

All Q II~ ~ o?AQ (1.3) 

for all Q E jRN with P Q = 0, where A is a positive constant. The latter condition is 
called "conditional positive definiteness of order m" if it holds for a specific pair 
(m, <I» and for arbitrary sets X = {XI, ... ,XN} C jRd. The condition rankP = 
Q ~ N can be called "P!-nondegeneracy of X", because on such sets polynomials 
from P! are uniquely determined by their values. Details can be found in review 
articles by Powell [14], Dyn [7] and Buhmann [5]. 

If m = 0, then P! and P disappear. In this case II A-1 112 ~ A-I holds in the 
spectral norm. More generally, as we shall see in the next section, the quantity 
A -I controls the sensitivity of the solution vector Q with respect to variations in 
the data vector y. Thus one is interested in lower bounds on A that are as tight 
as possible. Such bounds were obtained by Ball [2], Narcowich and Ward [lI­
B], Ball et al. [3], Baxter [4] and Sun [17], while lower bounds were supplied by 
Schaback [16]. If the data are values of a function f, one usually considers a 
fixed function space §' and evaluates the error of the interpolant 

N Q 

Sf = L Qj<I>(. - xj ) + L i3IPI (1.4) 
j=! 1=1 

defined by a solution of (1.1) with Yk = f(Xk)' If §' is defined via <I> itself in a natural 
way, the space §' carries a specific seminorm I· Is- and the bound for the error 



R. Schaback / Radial basis function interpolation 253 

f(x) - sJ(x) takes the form 

I f(x) - sJ(x) I :::; I f IF' P(x), 

where the power function P(x) just is the norm of the error functional on $' evalu­
ated at x. Note that P depends on x, X, <I>, and $', but not on! For the sake of 
completeness, we note that $' contains all functions f : JRd -> JR with 

f(x) = (21l'rd { /(w) eiwTx dw, x E JRd 
JJRd 

where / is in LI (JR d) and 

If I.~:= ( I/(w) 12 dw < 00. 

JJRd rp(w) 

Here, rp denotes the d-variate generalized Fourier transform of <I>. It is assumed to 
be a positive continuous function on JR d \ {O} satisfying a variational equation 

{ { v(x)v(y)<I>(x-y)dxdy=(21l'rd (rp(w)lv(w)1 2dw (1.5) 
JJRd JJRd JJRd 

for all test functions v in the Schwartz space of tempered functions that additionally 
satisfy 

v(a)(o) = 0 for all a E N~o, I a 1< m. 

Note that rp coincides in the sense of Jones [8] with the generalized Fourier trans­
form of <I> in the context of tempered distributions. This approach goes back to 
Madych and Nelson [9], where (1.5) explicitly occurs. Table 2 contains the func­
tions rp corresponding to the various cases of <I>. If rp decays at least algebraically 
at infinity, e.g.: 

0< rp(w) < C(1 + Ilwllr\ 
then $' contains Sobolev space 

W{(JR d ) = {fl~d I/(w) 12(1 + Ilwl12)kdw < oo}. 
However, if rp decays exponentially, e.g.: for <I>(x) = e-allxI12, then $' consists of Coo 
functions. Further details can be found in Madych and Nelson [9,10], Dyn [6], and 
Schaback [15]. 

Numerical observations and theoretical results have revealed that the error and 
the sensitivity, described by P(x) and,A -I, seem to be intimately related. In particu­
lar, there is no case known where the error and the sensitivity are both reasonably 
small. There is a dichotomy: Either one goes for a small error and gets a bad sen­
sitivity, or one wants a stable algorithm and has to take a comparably large error. 
This effect is reminiscent of the Uncertainty Principle in quantum mechanics, and 
here it will take the very simple form 

p2(X)',A-I(X) ~ 1, (1.6) 
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Table 2 
These table entries explicitly contain the relevant constants, though not in optimal form. 

<I>(x) = I/>(r),r = II x 112 

thin-plate splines 

(_1)I+P/2,Plogr, f3 E 2N 

thin-plate splines 

(-y2 + r2)P/2,f3 E 1R\2N;.0 
1/ = (d + (3)/2 

f(r) = cp(w),r = IIwl12 

r(d + (3) 
2d+P d/2 2 -d-P 

7r (f3) r r --
2 

27rd/2 k-d/2 K ( )( /2) (I + r2)-k r(k) k-d/2 r r 

G(h) 

r(d + (3) 
2 hP 

( (3) (d ) 22d+1(6.38d)P r--r-+I 
2 2 

Cl (f3, d) := --r--;;"---,...r---,,-L.--­

r 

1 (6.38d)d ((6.38d)2) 
22d+lr(~+ I) hv13 exp - hv13 

where A(X) is defined via (1.3) for the matrix Ax that arises after adding an addi­
tional row and column for A of (1.2) for the location x = Xo. We shall prove 
(1.6) in section 2 and draw several conclusions. 

To explain the latter, we have to introduce some additional notation. First, the 
known upper bounds for P(x) take the form 

p2(x) ::::; F(h(x)) (1.7) 

where F: R> 0 ~ R> 0 is decreasing and 

h(x):= max min Ily-xjl12 
Ily-xIl2";P l,.;j,.;N 

(1.8) 

measures the density of centers Xj from X around x. Note that h(x) depends on X 
and p > 0 (which is kept fixed), but not on q). Equation (1.7) holds uniformly for all 
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points x and sets X such that 

h(x) ~ ho, 

the positive constant ho being dependent on d, m, p, and <P. It requires no additional 
hypotheses on <P exceeding those we made so far. The function F is dependent on 
the decay of the generalized Fourier transform cp of <P at infinity. This is equivalent 
to being dependent on the smoothness of <P. See the references in table 1 for details 
concerning the construction of F. 

Secondly, the known lower bounds for ..\(x) take the analogous form 

..\(x) ~ G(q(x)), 

where q(x) is the separation distance within the set Xu {x}, i.e.: 

q(x)=! min Ilxi-xkll 
o ~J<k ~ N 

(1.9) 

where we set Xo := x again. Table 1 contains references to some special instances; 
section 3 will provide a general theory based on previous work by Narcowich 
and Ward. No additional hypotheses on <P are required. As h(x), the quantity 
q(x) depends on X and x, but there is a major difference between the two: if h(x) 
is small then there is a ball around x packed with centers from X of mutual distance 
at most h(x), while a small value of q(x) may possibly be attained for II Xi - Xk 11/2 
with Xi and Xk far away from x. This difference is quite natural, because one cannot 
expect P(x) to be boundable from above in terms of q(x), nor can ..\(x) in general be 
bounded from below by h(x). See definition 2.2 below for a situation where such a 
bound exists. 

Now our assertion (1.6) leads to a two-sided inclusion 

G(q(x)) ~ ..\(x) ~ p2(X) ~ F(h(x)) 

that serves to provide new upper bounds on ..\(x) and new lower bounds on P(x). In 
addition, we now have an easy possibility to check how tight the bounds from the 
literature are in case of centers on the grid hZ/. Then q(x) =!h +...Jdh is possible, 
and both ..\(x) and p2(X) should fit between 

G(h) ~ F(hJCi), 

and we shall see that F and G indeed differ only by a constant factor in case of thin­
plate splines. In other cases, there are additional powers of 8 that make a gap 
between 

G(8) = c8k F(8) ~ F(8JCi), 8 -t 0, k> 0, 

which leaves room for further research. 
For the reader's convenience, we list the known examples for functions F and G 

in table 1. 
Another useful result of our analysis will be a bound on the Lagrange functions 

Ul(X)"",UN(X) corresponding to interpolation by (1.1) on X= {Xl, ... ,XN}' In 
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the above context, we get 

N 2 p2(X) F(h(x)) 
1 + ~ Uj (x) ~ A(X) ~ G(q(x)) ' 

and this serves to prove that the Lagrange functions cannot grow too badly in 
regions where there are sufficiently many regularly distributed centers. 

2. Basic results 

First we assert that A -I of (1.3) controls the sensitivity of the solution vector 
a E ]RN of (1.2) with respect to perturbations of the data vector y E ]RN. In fact, 

aTAa = aTy 
follows from (1.2) and implies 

II a 112 ~ A-Illy 112, 

if (1.3) holds. Similarly, an upper bound 

aTAa ~ Allall~, A> 0, 

of the quadratic form induced by A yields 

A-I llyl12 ~ IIal12 

(2.1 ) 

and in case of a perturbation y + ~y of y that leads to a perturbation a + ~a of a, 
we get the condition-type estimate 

II ~a 112 A II ~y 112 
.:..:.,.,-----:-:-'= ~ - . 

II a I b A II Y 112 
Since the determination of the other solution vector (3 E ]RQ of (1.2) can be viewed 
as a problem of polynomial interpolation, the main part of the sensitivity analysis 
of "radial" basis function interpolation problems consists in finding good bounds 
for A and A. 

We now turn to the function P( x). Due to the special choice of the space ~ and 
the seminorm 1·1 fF, the function P2(X) can be explicitly written as 

N 

p2(X) = <1>(0) - 2 L Uj(x) <1>(Xj - x) 
j=1 

N N 

+ L L Uj(x) Uk(X) <1>(xj - Xk), 
j=1 k=1 

where UI (x), . .. ,UN(X) are the Lagrange basis functions for interpolation, i.e. (1.6) 
equals 

N 

sf = L f(xj) Uj 
j=1 
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(see e.g. Schaback [15]). We now set Xo := x and add a first row and column to the 
N x N matrix A in (1.2) to get a (N + 1) x (N + 1) matrix Ax. With 

Ux := (1, -UI(X), ... , -UN(X))T E lR. N+I 

we then have 

p2(X) = u;Axux 

and simply use (1.3) for Ax in the form 

A(x)II'YII~:::;; 'YTAx'Y for all 'Y E lR. N+I 

to get 

),(x) (1 + t Uf{X)) .; p2{X). 

If we take (2.1) for A replaced by Ax, then 

p2(X) 
A(X) :::;; N :::;; A(x). 

1 + 2:u/(x) 
j=1 

We can now read off a series of statements: 

Theorem 2.1 
For any P~-nondegenerate set X = {XI, ... , XN} and all X E lR.d\X we have 

N 

1 :::;; 1 + 2: u/(x) :::;; p2(X) A -I (x). 
j=1 

If A corresponds to A in (1.3), then 

A:::;; min {p/(xj ) I X\ {xJ is P~-nondegenerate, 1 :::;;j :::;; N} 

where Pj is the power function for X \ {Xj}. 

In all practically relevant cases we have bounds of the form 

p2(X) :::;; F(h(x)), A(X) ~ G(q(x)), 

(2.2) 

D 

(2.3) 

with continuous and decreasing functions F and G for small arguments. The 
relation between q(x) and h(x), as defined in (1.9) and (1.8), is 

2q(x):::;; min II x - Xj II :::;; h(x), (2.4) 
I';'j ';'N 

but in order to relate the bounds in (2.3) we have to look at conditions under which 
h(x) can be bounded from above in terms of q(x). 

Definition 2.2 
We call a set of centers X = {XI' ... ,XN} quasi-uniform for a compact set n c lR. d, if 



258 R. Schaback / Radial basis function interpolation 

there are 8 > 0 and h > 0 such that 

(a) h(x) ~ h for all x E 0, 
(b) 2q = minl";i<k,,;N II xi - xkll2 ;::: h8, 
(c) each set X\ {xi}' 1 ~j ~ N, is P~-nondegenerate. 

Then we call h the density and 8 the uniformity of X with respect to O. 

Note that necessarily 0 < 8 ~ 1 due to (2.4), and that there are plenty of such sets 
if h is small enough. 

Theorem 2.3 
For quasi-uniform sets of centers with density h and quasi-uniformity 8 we have 
two-sided bounds 

G(!hE) ~ A(X) ~ p2(X) ~ F(h) (2.5) 

for all x EO with q(x) ;::: !hE. Furthermore, if (2.3) holds for arguments ~ 2h in F 
and G, and if 2h ~ p for pin (1.8), then 

G(!h8) ~ A ~ F(2h). (2.6) 

Finally, F and G always satisfy 

G(h) ~ F(hVd) 

for sufficiently small arguments. 

Proof 
The bounds in (2.5) and the left part of (2.6) readily follow from the definition of 
quasi-uniformity, while for the right-hand part of (2.6) we have to prove 

(2.7) 

if hi is defined as 
hi(x):= sup min II y - Xk II 

lIy-xll,,; p l<;/",N 

like (1.8) after deletion of Xi from X = {Xl, ... ,XN}. For this, first takey E lR d with 
h < II y - Xi II ~ p. Then there is some Xk E X with k # j and II y - Xk II ~ h ~ 2h, 
proving (2.7) in this case. If, however, y E lR d satisfies II y - Xi II ~ h ~ p, then we 
can find a Z£ E lR d with II Z£ - Xi II = h + E for an arbitrarily small E E (0, h] such 
that y lies on the line between Xi and Ze Then there is some k E {I, ... , N }, 
k # j, such that II Z£ - Xk II ~ h, and consequently 

II y - Xk II ~ II y - Z£ II + II Z£ - Xk II ~ h + E + h, 

proving (2.7) for this case, too. The last assertion follows from the fact that for a 
uniform grid h7l., d one has points X with 

Vd 
h(x) = hT = Vdq(x) , 
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and thus 

G(hj2) = G(q(x)) " A(X) " P'(x) "F(h(x)) = F(h ~). 
D 

The applications of these results can be read off table 1. For thin-plate splines, 
the bounds in terms of F and G are of the same order, and the L2 Lebesgue func­
tion 1 + 2:;':,1 u}(x) will be bounded independent of N for x inside sets of suffi­
ciently dense centers. Upper bounds of p2(X) and lower bounds of A(X) are best 
possible in terms of the order (3. The results of the literature do not cover the full 
range of (3, and this is why we add a section on lower bounds for A(X). 

The other cases show certain discrepancies between F( 8Vd) and G( 8) by factors 
8k that mayor may not be consequences of insufficient proof techniques. But since 
in these cases the bounds decay exponentially anyway, one should rather look at 
the constants in the exponential in order to sharpen the bounds. As long as these 
constants are not known, one cannot say whether the L2 Lebesgue functions are 
exponentially increasing, decreasing or constant. 

3. Lower bounds for A 

In this section we generalize the technique of Narcowich and Ward [11,12], to 
provide table 1 with a full set of examples for the G function. The main difference 
will be tliat we introduce Fourier transforms right from the start, which makes it 
much easier to treat large values of m, the order of conditional positive definiteness 
of cI>. 

The starting point is that any function cI> of table 1 satisfies a relation 

N N N 2 

~~(}jakcI>(Xj - Xk) = (27l')-d ld rp(w) ~ajeiXJw dw (3.1) 

for all P~-nondegenerate sets X = {XI, ... ,XN} and all vectors a E JR,N satisfying 
the second set of equations in (1.1). Note that (3.1) can be derived from (1.5), as 
was shown by Madych and Nelson [9]. 

The left-hand side of (3.1) is the quantity aTAa that we want to bound from 
below, and we can do this by any minorant 'l/J on JR,d\ {O} of rp that satisfies 

rp(w) ~ 'l/J(w) ~ 0 on JR,d\{O} (3.2) 

and that itself leads to a similar quadratic form 

N N N 2 

~ ~ ajakW(Xj - Xk) = (27l'rd ld 'l/J(w) ~ aj eiXJW dw (3.3) 
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for another "radial" basis function 1]i and a weaker ( or none) constraint on 
a E ~ N. Furthermore, there should be an easy lower bound 

aTBa ~ Allall~ 

for the left-hand side aT B a of (3.3). Then clearly for all a E ~ N that are admissible, 

(3.4) 

as required. The basic trick of Narcowich and Ward now is to make B diagonally 
dominant, while 'l/J is obtained by chopping off <p appropriately. Before we proceed 
any further, here is the main result: 

Theorem 3.1 
With the function 

we have 

<po(r):= inf <p (w), 
IIwl12 :;;; 2r 

for any M > 0 satisfying 

or, a fortiori, 

Proof 

( 

2 (d ) )l/(d+l) 
12 7lT 2 + 1 

M~-• q 9 

M ~ 6.38d. 
q 

We start with any M > 0 and the characteristic function 

XM(X) = {I, II X 112 ~ M, } 
0, else 

of the L2 ball with radius M. Then we define 

<Po(M)f(!d + 1) 
'l/J(w) := 'l/JM(W) := 2 d M d Jrd/2 (XM * XM)(W) 

and use the calculations of [13] to get (3.2) via 

supp ('l/JM) = {x E ~d: II x 112 ~ 2M} =: C2M (0), 

2d d/2 
d Jr 

II XM * XM 1100 ~ vol(CM(O)) = M f(!d + 1)' 

(3.5) 

(3.6) 

(3.7) 

(3.8) 
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The radial basis function W M corresponding to '1/JM is obtained via the inverse 
Fourier transform 

and the Convolution Theorem as 

'Po(M)r(!d + 1) v 
wM(x) = 2dMd7r d/2 (XM*XM) (x) 

= 'Po(M)r(!d + 1) II II-d J2 (M II II) 2d7r d/2 x 2 d/2 X 2 

with J" denoting the Bessel function, satisfying 

2 d / 2 

J;/2(Z) ~ -, z> 0 
7rZ 

I, -d 2 ( ) 1 
z~z Jd/2 Z = 2dr2(!d + 1) (3.9) 

as was proven in [13]. The second formula yields 

and we assert diagonal dominance of the quadratic form in (3.3) by a suitable 
choice of M. We have 

by Gerschgorin's theorem, and the final bound will be of the form 

1 'Po (M ) (M)d 
A ~ zWM(O) = 2r(!d + 1) 4ft ' 

because we shall choose M such that 

m,ax L W M(Xj - Xk) ~ ! W M(O). 
l<:;J<:;N k=l 

kh 

(3.10) 

(3.11) 

This is done by a tricky summation argument of Narcowich and Ward [13] that 
proves (3.11) for M satisfying (3.7). It remains to show that (3.8) implies (3.7). 
We use a variation of Stirling's formula in the form 

r(1 + x) ~ J27rxxx e-x e1/ 12x, x> 0, 
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( ( ) )
1/(d+l) (2)1/(d+l) 

~ r2 ~ + I ~ d ~ (2e r d/(d+l) e1/(3d(d+l)) 

7r 1/6 
~ d J7C.e ~ d·0.531 

3y2e 

M ~ 6.38 d 
q 

is satisfactory for all cases. o 
Note that this technique completely ignores the additional conditions on a that 

might lead to a larger lower bound. The advantage is that the result is fairly general 
and can be applied in all of the cases. We incorporated the results into table I to 
supply a number of missing cases. This was done by application of theorem 3.1 
to the entries in table 2. To keep the formulae short, we used (3.8) instead of 
(3.7), which would yield sharper, but much more complicated bounds. To treat 
multi quadrics as a specific example, we have to evaluate 'Po(M) via 

d+f3 
R > 0, v = -2-' 

We use equation (9.6.23) of Abramowitz and Stegun [1] to get 

r(v +!) K,,(r) = {'XJ e-rt(t2 _ 1),,-1/2 dt 
..fi(r /2)" il 

and 

~ 100 e-rt(t _ 1)2,,-1 dt 

1/1 (R) >-: r(2v) ..fi e-R R-2" 
'1"1 r r(v +!) 2" . 

By the doubling formula for the r function this can be simplified to 

'Pl(R) ~ 2"-lr(v)R-2,, e-R . 
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Then we have 

2 d/2 

'Po(M) ~ r(~~) (2,2j"'P,(2,M) 

2 d/2 

'" r (~~) (2,2)"2"-' r(v) e -2,M (2, M r 2" 

7rd/2r(v)M-2ve-2,M 

r(-~) 
and 

r(d + f3) 
I 2 -(3 

>. ~ 22d+1 ( f3) (d ) M exp (-2I'M) 
r -- r -+ I 

2 2 

as incorporated into table 2 with M = 6.38djq. For f3 < 0 and large values of q 
there is a better choice of M, but we leave this exotic case to the reader. Similar 
tricks can be done in the Gaussian and Sobolev cases. 
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