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1. The Problem of Truth Based upon Meaning 

PHILOSOPHERS have often distinguished two kinds of truth: the truth of 
some statements is logical, necessary, based upon meaning, while that of 
other statements is empirical, contingent, dependent upon the facts of the 
world. The following two statements belong to the first kind: 

( 1 ) 'Fido is black or Fido is not black' 
(2) 'If Jack is a bachelor, then he is not married' 

In either case it is sufficient to understand the statement in order to estab- 
lish its truth; knowledge of (extra-linguistic) facts is not involved. How- 
ever, there is a difference. To ascertain the truth of (I) ,  only the meanings 
of the logical particles ('is,' 'or,' 'not') are required; the meanings of the 
descriptive (i.e., nonlogical) words ('Fido,' 'black') are irrelevant (except 
that they must belong to suitable types). For (2), on the other hand, the 

~mwogs' ~OTE, tn printing this paper, it has been necessary to substitute boldface type 
for the German Gothic which Professor Carnap uses for metalinguistie symbols. 
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meanings of some descriptive words are involved, viz., those of 'bachelor' 
and 'married.' 

Quine 1 has recently emphasized the distinction; he uses the term 'ana- 
lytic' for the wider kind of statement to which both examples belong, and  
'logically true' for the narrower kind to which (1) belongs but not (2). 
I shall likewise use these two terms for the explicanda. But I do not share 
Quine' s skepticism; he is doubtful whether an explication of analyticity, 
especially one in semantics, is possible, and even whether there is a suffi- 
ciently clear explicandum, especially with respect to natural languages. 

It is the purpose of this paper to describe a way of explicating the con- 
cept of analyticity, i.e., truth based upon meaning, in the framework of a 
semantical system, by using what we shall call meaning postu/ates. This 
simple way does not involve any new idea; it is rather suggested by a 
common-sense reflection. It will be shown in this paper how" the defini- 
tions of some concepts fundamental for deductive and inductive logic can 
be reformulated in terms of postulates. 2 

Our explication, as mentioned above, will refer to semantical language- 
systems, not to natural languages. It shares this character with most of the 
explications of philosophically important concepts given in modern logic, 
e.g., Tarski's explication of truth. It seems to me that the problems of 
explicating concepts of this kind for natural languages are of an entirely 
different nature, a 

2. Meaning Postulates 

Our discussion refers to a semantical language-system i. of the follow- 
ing kind. I. contains the customary connectives, individual variables with 
quantifiers, and as descriptive signs individual constants ('a,' 'b,' etc.) and 
primitive descriptive predicates (among them 'B,' 'M,' 'R,' and 'BI' for 
the properties Bachelor, Married, Raven, and Black, respectively). The 
following statements in 1. correspond to the two earlier examples: 

(3) 'Bla v ~ B l a '  
(4) 'Bb  , ~ M b '  

Suppose that the customary truth-tables for the connectives are laid 
down for L (in the form of rules of truth or satisfaction) but that no rules 
of designation for the descriptive constants are given (hence the meanings 
of the four predicates mentioned above are no t  incorporated into the 
system). Before we state meaning postulates, let us see what can be done 
without them, on the basis of semantical rules of the customary kinds. 
First let us define the L-truth of a sentence S~ of L as an explicatum for 
logicM truth (in the narrow sense). We  may use as definiens any one of 
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the subsequent four formulations (Sa) to (Sd); they are equivalent to 
one another (provided they are applicable to L). Insertions in square 
brackets refer to example (3) .  

(Sa) The open logical formula corresponding to $i [e.g,, 'fx v ,~fx'] 
is universally valid (i.e., satisfied by all values of the free variables). 
(Here it is presupposed that L contains corresponding variables 
for all descriptive constants.) 

(Sb) The universal logical statement corresponding to Si [e.g., ' ( f)(x)  
(fx v Nfx)'] is true. (Here it is presupposed that L has variables 
with quantifiers corresponding to all descriptive constants.) 

(5c) S~ is satisfied by all values of the descriptive constants occurring. 
[The ranges of values for 'BI' and 'a' hereare the same as those 
for 'f' and 'x,' respectively, in (Sa).] 

(Sd) 5i holds in all state-descriptions. (A state-description is a conjunc- 
tion containing for every atomic statement either it or its negation 
but not both, and no other statements. Here it is presupposed 
that L contains constants for all values of its variables and, in par- 
ticular, individual constants for all individuals of the universe of 
discourse.) 

Each of these formulations presupposes, of course, that rules for the 
system L are given which determine the concepts involved, e.g., rules of 
formation (determining the forms of open formulas and statements, i.e., 
closed formulas), rules for the range Of values of all variables and for 
(5c) also analogous rules for the range of values for all descriptive con- 
stants, 4 and for (Sd) rules determining those state-descriptions in which 
any given statement holds. Form (Sd) is quite convenient if L has the re- 
quired form. Form (5c) imposes the least restrictions on L. 

The other concepts can easily be defined on the basis of L-truth. Thus 
L-falsity, L-implication, and L equivalence may be defined by the L-truth 
of ,-,S~, Sl ~ Sj, and S~ ~ Sj, respectively. 

The definition of L-truth in L, in any one of the four alternative forms, 
covers example (3) but obviously not (4). In order to provide for (4), 
we lay down the following meaning postulate: 

(P~) '(x) (Bx ~ ,-~Mx)' 

Even now we do not give rules of designation for 'B' and 'M.' They are 
not necessary for the explication of analyticity, but only for that of factual 
(synthetic) truth. But postulate P~ states as much about the meanings of 
'B' and 'M' as is essential for analyticity, viz,, the incompatibility of the 
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two properties. If logical relations (e.g., logical implication or incompati- 
bility) hold between the intended meanings of the primitive predicates of 
a system, then the explication of analyticity requires that postulates for all 
such relations are laid down. The term 'postulate' seems suitable for this 
purpose; it has sometimes been used in a similar sense. 5 (This usage is not 
the same as the more frequent one according to which 'postulate' is synony- 
mous with 'axiom.') 

Suppose that the author of a system wishes the predicates 'B' and 'M' 
to designate the properties Bachelor and Married, respectively. How does 
he know that these properties are incompatible and that therefore he has 
to lay down postulate PI? This is not a matter of knowledge but of deci- 
sion. His knowledge or belief that the English words 'bachelor' and 'mar- 
ried' are always or usually understood in such a way that they are incom- 
patible may influence his decision if he has the intention to reflect in his 
system some of the meaning relations of English words. In this particular 
case, the influence would be relatively clear, but in other cases it would 
be much less so. 

Suppose he wishes the predicates 'BI' and 'R' to correspond to the 
words 'black' and 'raven.' While the meaning of 'black' is fairly clear, that 
of 'raven' is rather vague in the everyday language. There is no point for 
him to make an elaborate study, based either on introspection or on sta- 
tistical investigation of common usage, in order to find out whether 'raven' 
always or mostly entails 'black.' It is rather his task to make up his mind 
whether he wishes the predicates 'R' and 'BI' of his system to be used in 
such a way that the first logically entails the second. If so, he has to add 
the postulate 

(P2) '(x) (Rx ~ Blx) '  

to the system, otherwise not. 
Suppose the meaning of 'BI,' viz., Black, is clear to him. Then the two 

procedures between which he has to choose may be formulated as follows: 
(1) he wishes to give to 'R' a meaning so strong that it cannot possibly 
be predicated of any non-black thing; (2) he gives to 'R' a certain (weaker) 
meaning; although he may believe that all things to which 'IV applies are 
black so that he would be greatly surprised if he found one that was not 
black, the intended meaning of 'R' does not by itself rule out such an 
occurrence. Thus we see that it cannot be the task of th e logician to pre- 
scribe to those who construct systems what postulates they ought to take. 
They are free to choose their postulates, guided not by their beliefs con- 
cerning facts of the world but by their intentions with respect to the mean- 
ings, i.e., the ways of use of the descriptive constants. 
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Suppose that certain meaning postulates have been accepted for the 
system L. Let P be their conjunction. Then the concept of analyticity, 
which applies to both examples (3) and (4), can now be explicated. We 
shall use for the explicatum the term 'L-true with respect to P' and define 
it as follows: 

(6) A statement Si in L is.L-true with respect to P ----- Df Si is L-implied 
by P (in L).~ 

The definiens could, of course, also be formulated as "P ~ S~ is L-true 
(in L)" or "5i holds in all state-descriptions in which P holds" (the latteI 
presupposes that L-truth in L is defined by (Sd)).  

The definitions of the other L-concepts with respect to P in terms of 
L-truth with respect to P are analogous to the earlier definitions and there- 
fore need not be stated here. The following theorem can be seen to result 
immediately: 

(7) Each of the following conditions (a) to (d) is a sufficient and 
necessary condition for Si L-implying Sj with respect to P: 
(a) P L-implies Si ~ Sj 
(b) P o (St ~ Sj) is L-true 
(c) P"  $ t ~  $j is L-true 
(d) P • $i L-implies $~ 

An alternative way, differing merely in the form of systematization but 
leading to the same results, would be as follows. Let L be the original sys- 
tem without meaning postulates. The system L' is constructed out of L 
by adding the meaning postulates P. Then we define: 

(8) $1 is L-true in L' ---- Df $t is L-implied by P in L. 

L-truth in !.' is then the explieatum for analyticity. 
If I~t~uth in L is defined by (Sd), then the following definitions could 

take the place of (8): 

(9) The state-descriptions in L' - -  D, those state-descriptions in L in 
which P holds. 

(10) $i is L-true in !.' - -  , t  $i holds in every state-description in L'. 

The other L-concepts in L' are then defined in terms of L-truth in L' 
in the same way as before. If, for example, P contains the postulates P1 
and P2 mentioned earlier, then the following results would hold in L': 
'Bb o ,~Mb '  and 'Ra  o B1 a' are L-true; 'Bb • M b '  and 'Ra  • NB1 
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a' are L-false; 'B b' L-implies ' ~ M  b,' and 'R a' L-implies 'B1 a'; 'R a • B1 a' 
is L-equivalent to 'R a.' 

3. Meaning Postulates for Relations 
Suppose that among the primitive predicates there are also son-e with 

two or more arguments designating two- or more-place relations, and that 
one of these predicates possesses some structural properties in virtue of its 
meaning. For example, let 'W'  be a primitive predicate designating the re- 
lation Warmer. Then 'W' is transitive, irrefiexive, and hence asymmetric 
in virtue of its meaning. Therefore the statements 'Wab • Wbc • ~Wac , '  
'Wab • Wba,'  and 'Waa' are false due to their meanings. The same holds 
for state-descriptions which contain one of these statements as subconjunc- 
tions; hence they do not represent possible cases. This difficulty was dis- 
covered by John G. Kemeny r and Yehoshua Bar-Hillel 8 independently. 
It is more serious than that due to logical dependencies between two or 
more one-place predicates, as it cannot be avoided by simply replacing 
dependent by independent predicates with the same expressive power. 

There are two ways of overcoming the difficulty. The first, which main- 
tains the requirement of the logical independence of all atomic statements, 
consists in avoiding primitive relations entirely or at least those of the 
customary kinds? 

The second way abandons the requirement of independence. It admits 
dependent primitives including relational ones, but restricts state-descrip- 
tions to those which represent possible cases, by stating meaning postu- 
lates or other equivalent rules. This way was first proposed by Kemeny? ° 
In comparison with the first way, the second has the disadvantage of need- 
ing a new semantical concept (either 'directly L-true,' i.e., 'meaning postu- 
late,' or 'directly L-false' in an alternative procedure), defined by enumera- 
t ion in each semantical system or taken as primitive in general semantics. 
Another disadvantage is the more complicated form of theorems and com- 
putations of values of the degree of confirmation in inductive logic. For 
these reasons, Bar-Hillel and I previously did not pursue the second way 
any further, al On the other hand, it has the advantage of giving more free- 
dom in the choice of primitives. 

In the previous example of the predicate 'W,'  we could lay down the 
following postulates (a) for transitivity and (b) for irreflexivity; then the 
statement (c) of asymmetry is L-true with respect to these two postulates: 

(11) (a) ' (x) (y) (z)  (Wxy • Wyz ~ Wxz) '  
(b) '(x) ~Wxx' 
(e) '(x)(y) (Wxy ~Wyx)' 
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If we admit the form of semantical rules which we have called meaning 
postulates, we find that other customary kinds of rules may be construed 
as special kinds of meaning postulates. This holds, for example, for explicit 
definitions (if written as statements in the object-language with ' = '  or ' = ' )  
and for contextual definitions. Likewise, the two or more formulas of a 
so-called recursive definition of an arithmetical functor may be regarded 
as meaning postulates. In this case, t he  label 'postulate' is perhaps even 
more appropriate than the customary one of 'definition.' The formulas 
serve not merely for an introduction of an abbreviating notation, since 
the new functor is not etiminable in all contexts. Further, the reduction- 
sentences which I proposed earlier for the introduction of disposition predi- 
cates TM may be construed as meaning postulates. 

[A bilateral reduction-sentence '(x) [Qlx ~ (Q3x ~ Q2x)]' for 'Qs' 
may simply be taken as a postulate, since it has no synthetic consequences 
in terms of the original predicates 'QI' and 'Q2.' This is, however, in general 
not possible for the formulas of a reduction pair, e.g., '(x) [Qlx 0 (Q2x 

Qax)]' (s1) and '(x) [Q4x ~ (Qsx ~ ,~Q3x)]' (s2), since they to- 
gether imply the synthetic statement '(x) ,~(Q~x • Q2x • Q , x .  Qsx)' 
($8). Here, we must take as postulate the weaker statement $8 ~ S~ • $2, 
which has no synthetic consequences.] 

4. Meaning Postulates in Inductive Logic 
A few brief remarks may be made here concerning the consequences of 

the use of meaning postulates for inductive logic. Let m be any regular 
measure-function for the system L, and c be the confirmation-function 
based upon m (i.e., c(h,e) - -  m(e • h) / re(e)).  Let m' be a function 
for the state-descriptions in !. fulfilling the following three conditions: 

(12) (a) For any state-description k in L in which P does not hold, 
m ' ( k )  = O. 

(b) For any state-description k in L in which P holds, m'(k) is 
proportional to re(k); say, m'(k) = Kin(k). 

(c) The sum of the m'-values for all state-descriptions in L is 1. 

It is easily seen that, for any regular function m there is one and only one 
function m' of this kind. We  find from (b) and (c) that K must be 1 / 
m (P). Since for tlie state-descriptions in L', m' has positive values (accord- 
ing to (9) and (12) (b))  whose sum is 1, m' may be regarded as the regu- 
lar function for L' corresponding to m for L. 

Let m' be applied to other statements in the customary way, and let the 
function c' for L' be based upon m' (i.e., c'(h,e) - -  m'(e • h) / m'(e)) .  
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Then e' may be regarded as the regular confirmation-function for L' corre- 
sponding to e for L. The following results are easily obtained: 

(13) For any state-description k in L' (which is a state-description in 
/ in which P holds), m'(k) = re(k) / re(P). 

(14) For any statement j, m'(j) - -  m ( P  • j) / re(P)  - -  ¢ ( j ,P ) .  
(15) For any statements h and e, where e is not L-fa!se in L' (and hence 

P .  e is not L-false in L), c '(h,e) --  m ' ( e - h )  / m'(e) = 
m ( P  • e • h )  / m ( P  • e)  - -  c ( h , P  • e ) .  

W e  see that the degree of confirmation in a system with postulates P has in 
each case the same value as that obtained in the original system by adding 
P to the evidence. This is analogous to the earlier result, according to 
which Si L-implies $~ in L' if and only if 5i " P L-implies S~ .in L (compare 
(7) (d ) ) .  Wi th  the help of (15), general theorems concerning regular 
confirmation functions for systems with meaning postulates can easily be 
obtained from the known theorems for systems without postulates. How- 
ever, if primitive relations occur and postulates are laid down for struc- 
tural properties of these relations, then the computation of values of a 
particular function, e.g., c* will in many cases become even more compli- 
cated than in a system with the same primitives but without postulates. 
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Ix Is usually believed that an important part in scientific explanation is 
played by statements which refer to or describe motives, purposes, func- 
tions, and dispositions. Their interpretation is often said to raise special 
difficulties for the philosopher of science because they give us a different 
kind of information from other scientific statements, e.g., laws and law- 
like statements. Is this the case? 

It  is quite clear that  in one important sense of "motive," statements 
about motives are dispositional statements referring to certain typical re- 
actions of human beings (and perhaps some animals). "In ascribing a 
specific motive to a person we are describing the sorts of things that he 
tends to try to do or bring about . . .,,1 This does not conflict with the 
common-sense notion that a motive is something which prompts a person 
or animal to ac t  in a certain way. It  is true that "Pisarro murdered the 
Inca out of avarice" may invite us, because of its grammatical structure, 
to regard his avarice as an event causing other events. But if we ask for 
the sense of the motive-word it soon becomes apparent that such words 
are not  the names of occurrences, that it is not Sensible to ask of motives, 
as it is sensible to ask of events, how and when they happened. 

Motives, of course, are only one kind of disposition, the kind in which 
the agent is acting intelligently and not merely from habi t .  "The  sense 
in which a person is thinking what he is doing, when his action is to be 
classed not as automatic but  as done from a motive, is that he is acting 
more or less carefully, critically, consistently and purposefully, adverbs 
which do not signify the prior or concomitant occurrence of extra opera- 


