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Abstract - -  Zusammenfassung 

On the Range of Eigenvalues of an Interval Matrix. We describe a method for enclosing the set of real 
eigenvalues of an interval matrix pertaining to eigenvectors of a given sign pattern. 
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Zur Einsehliessung der Eigenwerte einer lntervallmatrix, Wir beschreiben eine Methode zur Einschlies- 
sung der Menge aller reellen Eigenwerte einer Intervallmatrix die zu Eigenvektoren yon einer vor- 
geschriebenen Zeichenstruktur geh6ren. 

1. Introduction 

Eigenvalues of interval matrices were recently studied by Deif [1] and Rohn [2]. 
The problem considered there was the following: given a square interval matrix A t, 
determine the exact range of eigenvalues of all the matrices contained in A I. 
Formulae for exact bounds on eigenvalues were given for the complex case in 
[ l ]  and for the case of real eigenvalues in [2]. A common assumption in both 
papers was a constancy of the sign patterns of the real or imaginary parts of the 
eigenvectors. 

In the present paper we pursue a slightly different approach: we investigate the set 
of real eigenvalues (of matrices in A x) pertaining to eigenvectors of a given sign 
pattern. This approach enables us to circumvent introducing additional assump- 
tions (made in [1] and [2]) which are generally difficult to verify. In the main 
Theorem 1 we describe a method for enclosing this set of eigenvalues by means of 
two nonnegative nonzero vectors satisfying certain rather weak constraints. In 
Theorem 2 we formulate conditions under which exact bounds can be obtained by 
an appropriate choice of the two vectors. The quality of enclosures for different 
choices of auxiliary vectors is illustrated on a small size example. Finally, in 
Theorem 3 we give an application of the main result for solving a tolerance problem 
for eigenvalues. 
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2. The Results 

Consider  an interval matr ix  

A ' =  { A ; A c -  A <_A <_A c + A} 

where Ac and A are two real n x n matrices,  A > 0 (this form of expressing the 
bounds  is mos t  appropr ia te  for our  purposes;  inequalities are to be unders tood  
componentwise) .  We shall s tudy the set 

L s = {2 ~ R t ; A x  = 2x for some A ~ A I and  an x with Sx  > 0} 

where S is a given n x n signature matr ix,  i.e. a d iagonal  matr ix  whose each 
diagonal  entry  is equal  to 1 or  - 1. Not ice  that  the condi t ion Sx > 0 means  that  
xj > 0 if Sij = 1 and xj < 0 if Sjj = - 1, hence Ls is the set of real eigenvalues of  
matrices in A t per taining to eigenvectors with a constant  sign pat tern  prescribed 
by the diagonal  vector  of the matr ix  S. In  T h e o r e m  1 to follow we describe a me thod  
for comput ing  lower and upper  bounds  on L s. We shall formulate  the result in 
terms of the matr ices 

and 

_A s = SAcS -- A 

As = SAcS + A.  

A r denotes the t ranspose  of a matr ix  A. 

Theorem 1. Let  q and p be nonneyative nonzero vectors satisfying 

(Vj)(qj = 0 ~ ( A_~q)j > O) 

and 

(vj)(pj = 0 ~ (Arp b < 0). 

Then we have 

where 

and 

(1) 

(2) 

Ls is] (3) 

T } f(_Asq) . 
2 s = m i n ' [  q ~ j - j  ,q j > 0  (4) 

} 2s = m a x ~ - j  ,ej  > 0 . (5) 

Comment. Note  that  the condit ions (1) and (2) imposed  upon  q and p are very weak. 
They,  are satisfied e.g. if either (a) or  (b) holds: 

(a) q > 0 a n d p > 0 ,  
(b) 7" _A s q >_ 0 and .4sTp __ 0. 
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Proof. First, f rom (4) we can see tha t  

(_A q)j >_  sqj 

holds for each j with qj > 0, but  this inequali ty is also satisfied if q~ = 0 in view of 
(1). Hence  we conclude that  

_Arq >_ 2s q (6) 

holds. In a similar way, f rom (5) and (2) we can derive the inequali ty 

j rp <_ isp. (7) 

Now,  let )~ e L s, so that  Ax = 2x for some A s A I and  an x with Sx > 0. Denote  
y = Sx, then y > 0 and we have 

lay - SAcSyl = [S(Zx - Acx)i = [(A - A~)x[ <_ A Ix[ = Ay, 

which gives 

Asy <_ 2y <_ Asy. (8) 

W e  shall p rove  tha t  there exists a j with 

(_Asy)j > 2s.~. (9) 

Assume to the con t ra ry  that  this is not  so, so that  

Asy < 2sy 

holds. Premul t ip ly ing this inequali ty by the nonnegat ive  nonzero  vector  q, we 
obta in  

qr_Asy < )oSqry, 

but  premul t ip lying (6) by  the posit ive vector  y yields 

qr_Asy >_ 2sqry, 

which is a contradict ion.  Hence  (9) holds for some j and f rom (8), (9) we obta in  

_> (_A y)j _> 

Yj 

In  a similar way we can prove  f rom (7) tha t  

(AsY)k <-- 2sYk 

holds for some k, which in conjunct ion with (8) gives 

_< (,4 y)k _< 

Yk 

Hence L s c [2s , ~.s], which concludes the proof.  [] 

In this way, any pair  of  nonnegat ive  nonzero  vectors  satisfying (1), (2) (e.g. an 
arb i t ra ry  pair  of  posit ive vectors) provides us via (4), (5) with some bounds  on L s. 
We shall show tha t  under  certain condit ions exact bounds  can be achieved in (4), 
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(5) by an appropriate choice of q and p. Similar results were given in [1] and [2] 
under assumption that each matrix in A t has an eigenvalue in Ls, while here we 
require this property to hold for two matrices only: 

Theorem 2. 

(i) I f  the matrix A~ - SAS has an eigenvalue 2_ s ~ L s pertaining to a left eigenvector 
y satisfying Sy > O, then 

_2 s = min Ls. (10) 

(ii) I f  the matrix A~ + SAS has an eigenvalue 2s e L s pertaining to a left eigenvector 
y' satisfying Sy' > O, then 

2s = max Ls. (11) 

Proof. We shall prove (i) only; the proof of (ii) is quite analogous. Let q = Sy, then 
q is a positive vector and from 

(A~ - SAS)ry = 2sy 

we obtain 

Arq = 2_sq, 

hence Theorem 1 implies that for each 2 e L s we have 

[(-AIq)~" } 
2 > min ] . - ~ - ,  qj > 0 = _2s 

and since 2_ s e Ls by assumption, (10) follows, am 

Note that if both the matrices A t and A are symmetric, then A r  SAS and 
Ac + SAS are also symmetric, hence in this case a left eigenvector can be replaced 
by an eigenvector in the formulation of (i) and (ii). 

Example. Consider the interval matrix A x = [A~ -- A, Ac + A], where 

and 

;i 
and let S = I = unit matrix. Let us take an arbitrary pair of positive vectors q, p. 
Then from (4), (5) we obtain the estimates 

2s~ = m i n {  ql qt+q2' q l + q 2 } =  l q 2  + min ~q2'ql~t.qa q2) (12) 

and 

(13) 
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This shows that  As ~ (1,2] and  "~s > 4, but  2s m a y  get arbi t rar i ly  large for an 
inappropr ia te  choice ofp .  Since the matr ices A c - S A S  = A c - A and Ac + S A S  = 

A~ + A are symmetr ic  and  positive, they have eigenvalues _2 s = 2 and 2s = 4, re- 
spectively, cor responding  to posit ive Pe r ron  vectors, hence 2_ s ~ L s and 2s ~ Ls  and 
f rom Theo rem 2 we conclude that  rain Ls  = 2 and max  L s = 4. These extremal  
eigenvalues are achieved in (12), (13) e.g. for q = p = (1, 1) r. 

T heo rem 1 can be also applied to solve a tolerance p rob lem for eigenvalues: given 
a real interval  1-21,22], check whether  L s c [21,22]  holds. We have  this sufficient 
condition: 

Theorem 3. For  a given real interval [21, 2.2], let the sys tems o f  linear inequalities 

(A~ -- 2~I)q >_ 0 (14) 

and 
(~T  _ 2.2i)p < 0 (15) 

have nonnegative nonzero solutions. Then  

L s c [21,2.2] 

holds. 

Proof.  Obviously,  the solutions q, p to (14), (15) satisfy (i) and (2) and f rom 
(4), (5), (14), (15) we obta in  21 < 2 s and  2s < 22, hence Theorem 1 gives 
Ls  ~ [&,  J-s] c [2.1, ~2]. n 

3. Concluding Remark 

We have described a me thod  for enclosing the set L s for a par t icular  S. A repeated 
use of  this p rocedure  m a y  yield an enclosure of  the whole real par t  of  the spect rum 
of an interval  mat r ix  provided the sign pa t te rn  s t ructure  of  the eigenvectors is 
known.  
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