
s. Hyperintensional 
Logic 

It  is well known tha.t it seems possible  to have a. s i tua t ion in which  
there  are two proposi t ions  p a.nd q which a.re logiea.lly equiva lent  and 
yet  are such t h a t  ~ person m a y  bel ieve the  one b u t  no t  the  other.  I f  we 
rega.rd a. propos i t ion  a.s a. set, of possible worlds  then  two logically equi- 
va lent  proposi t ions  will be  identiea.1, a.nd so if 'x bel ieves tha t '  is a. genuine 
.~vntentia.1 functor ,  t he  s i tua t ion  descr ibed in the  opening sentence could 
not  a.rise. I ca.ll this the  pa.ra.dox of hyper in tens iona l  contexts .  :[Iyperin- 
tensional  contex ts  a.re s imply contexts  which do not respect  logical equi- 
v~-dence. 

There a.re a. nmnber  of di f ferent  replies one ca.n make  to the  pa.radox 
td hyper in tens ional  contexts .  One is to sa.y tha t  proposi t ions  are not  sets 
of ~or lds ,  a l though t h e y  de termine  sets of worlds.  Another  is to sa.y tha t  
Cx believes tha t '  is not  a genuine sentent ia l  func tor  but ,  perhaps ,  is more 
like ~ pred ica te  of sentences.  I n  order  to make  use of wttat  is of va lue  
in bo th  these  approaches  I sha.ll, in this pc.per, t ake  an a.ccount of 
a.dvanced b y  Dav id  Lewis in [15] and  a.pply it to the  problem of 
tensional  contexts .  Essent ia l ly  Lewis '  content ion  is tha.t the  
of a sentence is a.n e n t i t y  which reflects the  s t ruc tu re  of the  
which expresses it. 

mea.ning 
hyper in-  
mea.ning 
sentence 

1. The indeterminacy problem 

Suppose  t ha t  we were  to give up  the  idea tha t  a. p ropos i t ion  is a. set 
of possible worlds.  W e  might ,  if we wish, say tha t  never theless  a. pro- 
posi t ion determines ',~ set of possible worlds. Le t  us ea.ll this set of worlds 
the  bM.e,nsion of the  proposi t ion.  W e  might  ha.re a. func t ion  I ,  such tha t ,  
where p is a proposi t ion,  I (p )  is its intension.  The resolut ion of the  pa-  
radox  of hyper in tens ional  contexts  is immedia te ;  for elea.rly we can 
ha.re I (p)  = I(q) wi thou t  p = q. 

The problem a b o u t  this solut ion is tha.t the  usual  t ru th-condi t iona l  
semantics  for such functors  as the  t r u t h  functors  and tbe  modal  func tors  
do not  de te rmine  a unique semantics  for these operators  in hyper in tens ional  
contexts .  Consider, for example ,  negation.  I f  proposi t ions  are sets of 
possible worlds then  the  semantics  for negat ion is simple. :Negation is 
represented  b y  the  opera tor  co~ such tha t ,  where  W is the  set  of ~11 possible 
worlds and where  a _ W, then  (o (a) = a'. (i.e. the  complement  of a with 
respec t  to W). ~Iowever in hyper in tens ional  contexts  this will not  do, 
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s ince  we m a y  h a v e  a p e r s o n  so log ica l ly  b l i n d  t h a t  he  m a y  bellevue p w i t h o u t  

b e l i e v i n g  ~ p .  ( I f  t h i s  s ounds  f a r  f e t c h e d  we n e e d  o n l y  i n t r o d u c e  o t h e r  

f u n c t o r s  a, n d  p r o d u c e  m o r e  c o m p l i c a t e d  logica l  e q u i v a l e n c e s . )  T h e  t r u t h  

t a b l e  for  n e g a t i o n  ac t s  h e r e  as  a c o n s t r a i n t  on  pos s ib l e  m e a n i n g s  foI  

n e g a t i o n ,  in t h a t  I ( p ) =  ( I ( ~ p ) ) ' ,  b u t  i t  does  n o t  e s t a b l i s h  a u n i q u e  
f u n c t i o n  for  ~.. [7, p.  55f]  

A s inf i lar  c o m m e n t  app l i e s  to  t h e  i n t r o d u c t i o n  of ' n o n c l a s s i c a l  w o r l d s '  

as  in [5] a n d  [6]. I n  t h o s e  a r t i c l e s  w o r l d s  a r e  d i v i d e d  in to  c lass ica l  a n d  

non-c l a s s i ca l .  A p r o p o s i t i o n  is a se t  of wor ld s ,  a n d  w h e r e  C is t h e  set  of 

c lass ica l  w o r l d s  p a n d  q a r e  l og ica l ly  e q u i v a l e n t  iff  p n C  = q n C ,  i.e. iff  

t h e y  a r e  t r u e  in t h e  s a m e  classical wor lds .  ~ Vi:e de f ine  n e g a t i o n  in such  

a w a y  t h a t  p n C  - ~ p n C  b u t  o t h e r w i s e  i m p o s e  no  r e s t r i c t i o n s .  (This  

w a y  of do ing  i t  r a i ses  of cou r s e  a n o t h e r  p r o b l e m .  I f  a n  o p e r a t o r  c a n  b e  
d e f i n e d  w h i c h  b e h a v e s  l ike  ~ n e g a t i o n  in t h e  classical w o r l d s  w h y  c a n n o t  

i t  so b e h a v e  in all  w o r m s  ? B u t  if  i t  does  t h e n  we a r e  b a c k  w h e r e  we  b e g a n  
b e c a u s e  in theft ease  ~ - p  = p . )  

T h e  f a c t  is t h a t  in all  t h e s e  a p p r o a c h e s  t h e  o r d i n a r y  t r u t h - c o n d i t i o n a l  
s e m a n t i c s  is i n s u f f i c i e n t  to  d e t e r m i n e  t h e  s e m a n t i c s  of t h e  o p e r a t o r  in 

h y p e r i n t e n s i o n a l  c o n t e x t s .  I t  m a y  be,  of course ,  t h a t  th i s  i n d e t e r m i n a c y  

is a d e s i r a b l e  t h i n g  a n d  t h a t  i t  shews  t h e  i n a d e q u a c y  of t r u t h - c o n d i t i o n ' d  
s e m a n t i c s .  ( P e r h a p s  th i s  is pa,r t  of w h a t  l - roman Suszko  is s p e a k i n g  a b o u t  

in [23]-~ P e r h a p s  we  s h o u l d  b a s e  o u r  s e m a n t i c s  on  s o m e t h i n g  w h i c h  
has  no d i r e c t  c o n n e c t i o n  wi th  t h e  n o t i o n  of t r u t h ,  p e r h a p s  on s o m e t h i n g  

m o r e  a .vowedly  m e n t a l ,  l ike be l ie f s  (or  e q u i v a l e n c e  c lasses  of be-  
l iefs u n d e r  s o m e  k i n d  of s y n o n y m y  rel%tion3). I n s t e a d  of a c o n n e c t i o n  

1 In [7, p. 42] the non-classical worlds arc called 'heavens'  and an a t tempt  is 
made to give thcm some intuitive content and relate them to the 'ordinary'  possible 
worlds; but even that  analysis does not solve the indeterminacy problem. Later  
chapters of [7] pretend that  the possible worlds analysis is adequate and give truth 
conditional semantics for the symbols underlying many English words. The advan- 
tage of the solution to be proposed in this paper is that  it enables the possible worlds 
semant, ics for any symbol t<> be immediately incorporated into hyperintensional 
contexts. 

2 Suszko is very concerned about 'inteusional ghosts' and takes me to task 
[23, p. 46f] for advocating a possible worlds approach for languages in which ma- 
terial cquiwfience is not a propositional identity; but I do not wish to e.uter this 
controversy. My faith in possible worlds semantics rests not on formal grounds but 
on the success they ha.re had in elucidating certain philosophically troublesome areas, 
e.g. the 'paradoxes of identity'  (tide, e.g., [12] or [8]), and, pcrhaps more spectacu- 
larly, the analysis of the counterfactual conditional [22], [16]. 

a Something very like this has been argued by John Bigelow [3]. 5iartin Twecdalc 
[24] has suggestcd that a proposition might stand to its intension in much t.he same 
way as a play stands to the situation it represents. I t  may be too that  Frege's notion 
of sense [10] comes close to a.n account of this kind. 
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w i t h  t r u t h  we might then  investig~rte ~ conneotion with  linguistic 
behaviour .  

The present  work will not, however,  take  :L mental is t ic  approach.  
This work will explore the analysis  of proposit ions which assumes t h a t  
t hey  are st,fuel',red entities,  "rod tha t  the  clue to their  s t ruc ture  is found 
in the  sentences which express them.  And we want  to do this while pre- 
serving the  highly desirable connection with the possible worlds appro,~ch 
to semantics.  Tile most  fu l l )  worked out  account  of s t ruc tu red  nleanings 
within ~ possible-worlds f ramework is tha t  presented by David Lewis 
in [15, pp. 182-191], and in this p~q~er i sha, ll be adap t ing  his account.  
The general idea, '~ behind  wha t  Lewis sa.ys ma, y be expressed somewhat  
as follows : 

Given a sentence a the intension of c~, I (a) ,  would be a set of possible 
worlds. Given a ne~o'thtion fune tor  . ~ t h e  intension of ~ ,  I ( ~ )  would 
be the  funct ion  o) such theft for any set a of worlds r = a'. A complex 
sentence like ( ~ , .  ,---, a would ]lave as its intension 

which would be (I(a)')' which is jus t  I (a) .  I.e. a and  ( ~ ,  < ~ ,  @), would 
h~ve the same intension. (They would therefore be logically equivalent.)  
However  they  would have different  mea, nings. I f  a is a simple sentence 
symbol  then  its .meaMng, M(~), is I(c~), and  if ~ is a simple sentent ia l  
fune to r  then  M(~-)  - I (~ . ) .  But. 

M ( . - . . ,  ( ~ ,  ~ ,) = ( / ( ~ ) ,  I ( ~ ) ,  l (a):  

A meaning is an ent i ty  made up f rom intensions (a.nd therefore not  lan- 
guage-dependent)  bu t  an en t i ty  which reveals the  s t ruc ture  of the  sen- 
tence. I t  is also clear how different  tautologies,  all wi th  the same intension, 
can have  different  mea.nings. For  if a and fl have different  intensions 
it can be seen tha t ,  e.g. 

.:I(a), I (v) ,  ( I ( ~ ) ,  I(a) : 

will be different  from 

I ( ~ ) ,  I ( v ) ,  d ( ~ ) ,  [(/5) .... 
\ ' \  

~lld sO .'~a, v ,  ~-, a will have tb different  me~ming fronl {/~, v ,  { ~ , / ~ / / .  

r This paper is not, e,meerned ~dth exegesis. Lewis' p~per is eloquent enough 
to speak for itself and any differences of detail between his a.pproaeh and my pre- 
sentat ion of it do not affect any of the points made in the present paper, tThe ter- 
minology of this paper is based on tha t  of [7]; in particular,  expressions are regarded 
as sequences and angle brackets are used to represent them.) Lewis' account has 
many  similarities with the intensional  isomorphism apprm~eh of Carhop, [4] bu t  
he has taken care to remove the language-dependence which is involved in Carnap 's  
account.  Another  approach to the problem is taken by Hint ikka  in [12]. 
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Unfo r tuna t e ly  none of this is applica.ble as it sta, nds to the  logic of 
proposi t ional  a t t i tudes ,  for the  following reason. Consider t~ func to r  
which is to mean  'x believes tha t ' .  (I t  is of course artificial to t ake  it as 
a single func to r  b u t  none of tha t  affects  the  present  discussion.) W e  can 
wri te  this func to r  as 'B' .  I f  B is a single symbol  then  (since it is a one- 
-place sentent ia l  functor)  its intension mus t  be u func t ion  f rom ~ W  
into ~ W .  Bu t  this mea.ns tha t  it,~ a rguments  are sets of worlds,  and tha t  
it operates  on the intensions of sentences.  Thus, where  a and fl are sen- 
tences, then for any  w~W, if I ( a )  ---- I ( f l ) ,  then  I ( ( f l ,  a ) = I ( ( B ,  fl~'). 
I.e. if a and  fl are logically equivalent  (ha.re the  same intension) then  
so are ( B ,  a )  and  ( B ,  fl~, which is to say  tha t  x cannot  bel ieve  a sentence  
wi thou t  bel ieving every th ing  logically equiva lent  to tha t  sentence.  

Le t  us see where  this pu t s  us. W h a t  has been  shewn is t ha t  if we have  
f~ sys t em o[ meanings of the  k ind  Lewis envisages,  and if an opera tor  
represent ing a proposi t ional  a t t i t ude  such as belief appears  at  the  deepes t  
level of Csemantic representa t ion ' ,  then  logically equiva lent  sentences are 
intersubst i tuta .ble  in belief contexts  sa lva  vet]tare.  

There are a n u m b e r  of courses one can fol low h~ving reached this 
point .  One course is to accept ,  as some phi losophers  seem to, t ha t  logically 
equiva lent  sentences are so subs t i tu tab le .  If  this course is t aken  then  
it seems to me tha t  ahnos t  all the  philosophie~fl point  of Lewis '  d is t inct ion 
is removed.  :His dis t inct ion then  has pure ly  l inguistic significance :~s 
a possible ~nalysis of the  deepest  level postula.ted b y  a par t icu la r  seman- 
tical theory .  

Another  course is to claim tha, t a l though a belief opera tor  takes  a sen- 
tent ial  a rgument  (via a that  clause) at  the  surface level ye t  it is t ransfor-  
med  into something qui te  different  at  a deeper  level, in par t icu la r  it is 
t r ans fo rmed  into an opera tor  which does not  opera te  on whole sentences,  s 

A th i rd  approach  (popular  with extensional]s t  logicians [11~ pp. 48-51]  
~nd also wi th  some intensionalis ts  [17, p. 159f]) is to say tha t  proposi t ional  
a t t i tudes  are real ly a t t i tudes  to sentences,  and t ha t  semant ic  analysis  
should br ing ou t  the  fac t  t ha t  riley are like quo ta t iona l  contexts .  This 
paper  is ~ssuming tha t  at  least some proposi t ional  a t t i tudes  ma.ke genuine 
contexts ,  b u t  I will not  be arguing for tha t  posit ion.  An ,~rgument for  
tha t  posi t ion would  f irs t  have  to set up cri teria for recognizing a con tex t  
as quota t iona l  (par t icular ly  if the possibi l i ty of a context ' s  being impli- 

s I take some analysis of this kind to be what  Russell  is hint ing at in lecture 
IV of [20]. The v iew also seems to occur in Prior's [19, pp. 16-21],  but  he gives  no 
clue as to what  kind of formal semantics  wo~fld be appropriate. A more exphcit  sta- 
tement  of the v iew is found in Ajdukie~dcz' [2]. (Vide the review in JSL, Vol. 37 (1972) 
p. 179) 
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ci t ly  quota t ional  is envisaged as in 'The predicate  eMculus is surprisingly 
complicated ' ) ,  and  then  decide which contexts  are and  whieh are not.  

I ~nn not  going to be interes ted here in ad jud ica t ing  between a, l ternat i-  
yes to Lewis '  approa, ch. I am interested in modi fy ing  his aceount  so t h a t  
it will accommodate  hyper intensionM funetors  wi thont  abandoning the  
very  considerable advantages  it has. To this end I shall set out  the ap- 
proach in detail  wi thin the f ramework  of the formM philosophy of la.n- 
guage developed in [7]. 

2. Categorial Languages 

We first  ree~ll the defini t ion of a pure categoriM language 6 gi~,en 
in [7, pp. 70-74]. The set Syn of synt~ctic  categories is the smallest set 
.such tha t ,  where Nat  is the set of ~11 na tura l  numbers ,  

2.1 Na t  _c Syn 
2.2 If  r, ~ ,  . . . .  ~,,~Syn, then  ~r, a~, . . . ,  a,,, ~ S y n  

A pure categorial hmguage s is a pa, ir "2', E ,  where /~ is a funct ion 
f rom Syn to f ini te  (possibly empty)  sets such t h a t  if ~ # ~ then  l~on /~  = O, 
a.nd E is the smallest  func t ion  such tha t  

2.3 / , .  ~_ Eo 
2.4 If 6EE<,,.j ...... ,,>',rod a1r . . . .  a , ,~E%, then  ~6, a l , . . . , a , ( , E E ~ .  

(r ,  ax, . . . ,  a,,? is the category of ~b functor  expression which makes an 
expression of category r out of expressions of eq, tegories a , , . . . ,  a,~ re- 
spectively, o is in tended a,s the  category of sc~teJtce and 1 as the category 
of i~a.m,c. Al though our defini t ion a, lh)ws all the na tura l  numl)ers as basic 
syntae t ie  categories, 0 and 1 are the only ones t h a t  we seem to need in 
practice.  ~ is e:~lled grou~,ded if where ~ =- r, E ,  h E ,  = O. We assume 
tha t  all languages we dist.nss are grmmded.  

A sy.s'tem, of (.i.~teJlsio~a.1) do mai.~,,s, for a, pure ca, tegoriM language is 
a func t ion  D frmn Syn such t h a t  where (r = <iv, ~ ,  . . . ,  a,,5 then  De is 
a set of (partial) funct ions f rom Dr :: . . . .  D,,, into D,. Do is the domain 
of proposil ions ~md D 1 the domain  of things. These definit ions do not  
commi t  us to any  par t icular  view of the na, ture  of the  entities in Do, but  
ini t ia l ly  we wouhl  like them to  1)e sets of possible wor lds]  So we shall 
assume a set W of possil)le worlds and require tha t  Do c .~W. Notice 

6 The  n,,t ion of a ca tegor ia l  l anguage  goes b~ck to Lc~niewski  (cide [1]). Some 
o the r  references  arc g iven  ill [7, p. 71] 

7 W e  discuss c o n t e x t - d e p e n d e n c e  br ief ly  ill sect.ion 6. In c o n t e x t - d e p e n d e n t  
accoun t s ,  s , :ntenecs h a v e  to bc assigned sm,mthing  :~ litt.lc more complex .  
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t h a t  we  a re  a l l o wi ng  t h e  p o s s i b i l i t y  t h a t  D O m a y  n o t  1)e t h e  who le  of  

~ W .  8 T h e  m e m b e r s  of Do a re  i n t e n d e d  to  1)e t i le i n t e n s i o n s  of t h e  s e n t e n c e s  
of ~ a n d  s e rve  to  def ine  logica l  r e l a t i ons ,  e.g. a a n d  b a r e  i n c o m p a t i b l e  
i ff  a n  b = O, a en ta i l s  b i ff  a c b a n d  so on. 

I n i t i a l l y  we  s u p p o s e  ~f to  b e  a n  i n t e n s i o n a l  l a n g u a g e  only .  Th i s  m e a n s  

t h a t  we s u p p o s e  i t  to  c o n t a i n  no  h y p e r i n t e n s i o n a l  f u n c t o r s .  L a t e r  w e  

shal l  cons ide r  l a n g u a g e s  which  do h a v e  s u c h  f u n e t o r s .  G i v e n  a p u r e  ca-  

t egor ia l  i n t e n s i o n a l  l a n g u a g e  ~ a n d  a s y s t e m  D of d o m a i n s  we  s a y  t h a t  
a f u n c t i o n  V is a v a l u e  a s s i g n m e n t  to  2 '  iff  fo r  a n y  aeFo:  

2 .5  V ( a ) e D ~ .  9 

G i v e n  s u c h  a f u n c t i o n  V we  s h e w  h o w  it  i nduces  t w o  f u n c t i o n s  I a n d  

M to  all  t h e  e x p r e s s i o n s  of ~ .  I f  a~Eo t h e n  I ( a )  is t h e  inte~sio.n of a a n d  

M ( a )  t h e  ,meaning of a. ( F o r  s t r i c t n e s s  ou r  n o t a t i o n  s h o u l d  i n d i c a t e  t h e  

d e p e n d e n c e  of I a n d  :l[ on V ~md we s h ou ld  wr i t e ,  say ,  [ r  a n d  M r . )  

I f  aEFo  t h e n  

2 .6  I ( a )  = : ] l (a )  = l ' ( a )  

I f  a is (6,  a , , . . . , %  t h e n  

2.7  I ( ~ )  = ~ ( ~ ) ( I ( ~ , ) ,  . . . .  I ( . , , ) )  

e .~  J [ ( ~ )  = .( .1/(0) ,  J / ( ~ ) ,  . . . . .  1/(a,,), 
T h e  p o i n t  is t h a t  1he i n t e n s i o n  of a c o m p l e x  e x p r e s s i o n  is o b t a i n e d  

b y  a l l owing  the  i n t e n s i o n  of i ts  f u n e t m '  to  o l )e ra te  on t h e  i n t ens ions  of  
t h e  a r g u n t e n t s  of t he  fune l  or. T h e  n t e a n i n g  h o w e v e r  is s i m p l y  the  .n. + l - t u p l e  

consis t ing '  of t he  ~neaning of t h e  f u n e l o r  t o g e t h e r  w i t h  t h e  m e a n i n g s  of 
i ts  a r g u m e n t s .  I t  s hou l d  be  o b v i o u s  t h a t  m a n y  d i f f e r e n t  m e a n i n g s  c a n  

c o r r e s p o n d  to  t h e  s a m e  in t ens ion ,  t h o u g h  no t  vice versa. 

~ q m t  we h a v e  so f a r  co r re s l )onds  m o r e  or less w i t h  L e w i s '  a c c o u n t  
of m e a n i n g s  a n d  inl .ensions.  Bu t  t he  l a n g u a g e  c o n t a i n s  as ye t  no hy:per in-  

t ens iona l  f u n c t o r s .  Th is  is no t  i n t e n d e d  a,s a c r i t i c i s m  of Lewis  b e c a u s e  
he  does  not  p o s t u l a t e  m e a n i n g s  to  a c c o u n t  fo r  t h e  s e m a n t i c s  of  p r o p o s i -  

tiona, l a t t i t u d e s  a n d  it m a y  be  t h a t  t h e  h a d  s o m e  o t h e r  k i n d  of a, na ly s i s  
in m i n d  fo r  t he se  f u n e t o r s .  N e v e r t h e l e s s  h y p e r i n t e n s i o n a l  c o n t e x t s  do 

pose  a prol ) lem a n d  ,me which ,  as we sa.w ~t t h e  end  of t h e  las t  sec t ion ,  
L e w i s '  a, c e , m n t  is unal ) le  to  deal  wi th  as it s t ands .  So we p r o c e e d  n o w  to 

m o d i f y  il. 

u Do eammt be ~#W if il is desired to have ,)nl/ a denumer~ble nun,bin" of pro- 
positions. The possibility of res~rieting .~W so that  not all ,<ets of possible wm'lds 
are values of sentenccs answers, at l,.ast in part.  one ,~f Suszko's e,,mplaints in [23] 
against the possible worlds approach. It: is perhaps desirable though that  D O be dosed 
under the Bonle~m ~peraf.ious. 

9 If we regard a language as a free algebra then we can regard a v a l u e  assignment 
as a h,mmmorphism frmn lhis algebra t.o another Mgebra based on D. 
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3. O-eategorial languages 

One v e r y  s imple  relm.ir sugges t s  i tself .  S u re ly  a bel ief  f u n c t o r  does 
ha.ve a.n i n t e n s i o n  ? Su re ly  its i n t ens ion  is a, f u n c t i o n  f ron t  mea.nings (not  
i n t ens ions )  t.o sets  of poss ib le  worlds '? I n  th i s  suc t ion  a.nd t h e  n e x t  we 
cons ide r  h o w  th is  m o d i f i e a t i o n  can  1)e a e e o m m o d a t e d .  

Bas i ca l l y  w h a t  we do is a d d  to  a eategoria.1 ht.ngua.ge a. device ,  in t h e  
f o r m  of a logical  symlml  0, wh ich  indiea.tes tha.t a f u n c t o r  is to  opera.re 
on  t h e  incomings of its :brguments  r a t h e r  tha.n mt t h e i r  i n t ens ions .  W e  
shal l  f i r s t  see how this  dev ice  works  be fo r e  expla, in ing t h e  n eed  for  wha, t 
a t  f i r s t  s ight  ma, y :q)pea, r to  be  a gr~tuit ,  ous  COmlfliea.tion of t h e  situa.t ion. 

A O-e:~tegoria.l bmgua.ge con ta in s  two  classes of exp res s ions  in ea.eh 
synta .c t ie  ca . tegory,  f u n c t o r i a l  express ions  a n d  0-express ions .  W e  d e n o t e  
these  b y  E*o a n d  E~ ~ re s l ) ee t ive ly  , a n d  le t  E ,  = F~wE~ wE~ E I a.nd E" are  
de f i ne d  simulta,  neous ly  a,s t h e  lea, st f n n e t i o n s  such  t h a t  

3.1 I f  5eE<~,q ...... ,,> ~md aleE~l , . . . , a , , eE%,  t h e n  ,{rS, at, . . . ,  a, , ' .eE~ 

3.2 I f  a f E ~  t h e n  <0, a EE~ 

(The  p o i n t  of these  de f in i t i ons  is ba, sica, l ly to  weed  out  unwa, n t e d  o(.cur- 

rem.es  of 0.) 
~,re s u p p o s e  that ,  we  ~a'e g iven  a sy,s tem D of i n t e n s i m >  for  a. ca.te- 

goria.l l anguage .  By  a s y s t e m  A of admissible ,meaJlings. lm.sed on D we 

m e a n  a f u n c t i o n  s~wh tinct 

3.3 D~ c A,  

3.4 If  a = . ~ r , a ~ , . . . , %  a n d  d~A<~.~ L ...... ,,>, a, tEA~L . . . .  ,a. , ,EA%. 

t h e n  .j1, a , : , . . . ,  a ,  eA~ 

In  a hyperintensiomt,1  la, ngua.ge a, v~due a.ssignnmnt is a. s l ight ly  dif-  
f e r en l  t h ing  f r o m  a va, lue a, s s igmen t  ill a,n ordin:t, ry  intensiona,  l la,n,a'uage. 

I t  is a, f u n c t i o n  V a,s fo l lows :  

o.,," " I f  c, is a l m ,  sie c;~tegory a, ml ctel,'~. 

t h e n  V(a)~Do 

3.t; I f  ~ = ( r ,  ~,, . . . ,  % ~md beI,'o, t h e n  l ' (h)  is a. pa.rtia.I fnnc t i (m 

f ron t  A,~ .- . . .  >~ A~,~ into .D,. 

3.6 needs  some e x p l a n a t i o n .  I f  6 is an  o r d i n a r y  intensiona.1 f u n c t o r  
t h e n  its a r g u m e n t s  will be  t a k e n  on ly  f ron t  D ~  :.< . . .  :< Do, ' ( r e m e l a b e r  
t h a t  Do ___ A~ for  ~dl ~eSyn ) .  This  nt~kes the  use of pa.rtiM f u n c t i o n s  int- 
p e r a t i v e .  T h e  use of p a r t i a l  f u n c t i o n s  me:ms  of eourse  tha, t a.n exl) ress ion 
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m a y  lack a va lue .  N o t i c e  tha, t s ince all m e a n i n g s  ~re in tens ions ,  t h e n  
a h y p e r i n t e n s i o n a l  f u n c t o r  m a y  well  be  de f ined  for  a r g u m e n t s  w h ich  
a re  i n t e ns ions ;  i ndeed  one  wou ld  e x p e c t  this .  

3.6 Mlows t h e  poss ib i l i t y  t h a t  t he  vMue  a, s s igned  to  an  in t ens iona l  f u n c r o r  
is n o t  in t h e  set  of admiss ib le  m e a n i n g s  of t h a t  c;~tegory. F o r  o b v i o u s l y  
t h e r e  is no  r e a s o n  to  sul)l)ose tha, t a f u n c | i o n  f r o m  A~ ;. . . .  :.: A%, i m o  
D,  is in A~ (where  a = .(r, a~, . . . ,  % ) .  I t  w o u ld  bc poss ib le  to  ex t en , l  
t h e  s y s t e m  of admiss ib le  mean ings ,  b u t  it is in fa.et unnecessa,  ry  .~ince 
b y  ~ d m i s s i b l e '  we  m e r e l y  m e a n  ~admissible a,s t, he  v:f lue of a, f u n c t i o n  
a, ss igned to  a hyper in tens ion:~l  f u n c t o r ' .  Th e  nte~mings ~,ssigned to  ex- 
p ress ions  of a 0 -ea tegor ia l  langua, ge ma.y well  im. lude  some whi( 'h a.re 
n o t  admiss ib le ,  t h o u g h  ore" ru l e  fo r  evaluat ino" 0-express ions  will })e 
d e s i g n e d  to  a v o i d  a.ny e m b a r r a s s i u g  conseq u en ces  of th i s  fac t .  Perha,p~ 
t h e  m o s t  s ign i f i can t  f e a t u r e  of 3.6 is that ,  i t  r equ i r e s  t h e  va lues  of t h e  
f u n c t i o n s  ass igned  to  h y p e r i n t e n s i o m f l  f u n e t o r s  to  1)e in tcns ions .  This  
is in a c c o r d  w i t h  t h e  b:~sie ~ s s m n p t i o n  of this  p ap e r ,  tha, t :t t r u t h - , ~ m d i -  
t i ona l  sen lan t i cs  is sufficient ,  to  d e t e r m i n e  m e a n i n g .  

W e  n o w  shew how t h e  a s s i g n m e n t  V to  t h e  s y m b o l s  of ~ indu,:o~ 
b o t h  a,n i n t e ns ion  [(a)  a,nd a, me~min~ M(a)  to  e v e r y  exp re s ,qon  f~. 

3.7  If  aE/7o t h e n  [ ( a )  = : ] [ (a )  = V ( a )  10 

An); eoml) lex  e x p r e s s i o n  a will  e i t he r  be  in  Es or in E~ if t he  f o r m e r  
t h e n  a is 

for  some a,l)ln'Oln'iate exp res s ions  b, a~, . . . .  % .  I n  this  c~se 

:~.s I ( . )  = s ( a ) ( I ( . ~ ) ,  . . . .  ~ ( . , , ) )  

3.9 . l I (a)  = "::11(6), . l l ( a , ) ,  . . . ,  M(%):.  

(Th i s  is a,s fo r  o rd imu 'y  in tens iomf i  langua,ges).  
I f  a is ~ 0 -express ion  t h e n  a must, h a v e  t h e  f o r m  ,0,  f i ,  w h e re  ~1 i~ 

a f u n e t o r i a l  express ion ,  say 

<o./3~, . . . .  f l , / . .  

I~l this  case,  

.3.~o z (~ )  = z ( 0 ) ( M ( # 0 ,  . . . ,  _~z(#,~)) 

lO It  is not absolutely essential to this approach that symbcds sh,mld hav,~ simp1,- 
meanings. We could suppose that each symbol is assigned both a meani~Jg and an 
intension. (Or rather is assigned a meaning which de~ermines a.Iso an in~msi,_,n.) 
Lewis imagines single lexical items replacing colnplexes by the ~ra.nsf,,rmations 
which relate deep and surface structure. 
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a , n  

3.11 M ( a )  = I ( a )  n 

W e  sh`%ll in t h e  n e x t  s ec t ion  ex`%mine 3.11 `%rid shew w h y  we ha.re  n o t  

cho,~en t h e  .~eemingly m o r e  i n t u i t i v e  

3.12 M ( a )  = ' M ( O ) . . ] l ( f l ~ ) ,  . . . .  M(fl,~)) 

Essemi`%lly t h e  r e a s o n  is th`%t 3.11, u n l i k e  3.12, e n s u r e s  t h a t  t h e  me,%nings 
of `%11 0 -exp re s s ions  `%re `%dmissible. F o r  w h e n  a~E~, t h e n  J I ( a )  = I ( a } ;  

a n d  I(a)EDo ~_ A~. 

4. Comments on O-categorial languages 

T h e  ru l e s  of t h e  l`%st s ec t ion  a r e  in f a c t  l i t t l e  m o r e  t h ~ n  %̀ f o r m a l  de- 

f i n i t i o n  of a t h e o r y  of m e u n i n g  of L e w i s '  k i n d  b u t  w i t h  t h e  (vit`%l) e x c e p t i o n  

th,%t t h e  i n t e n s i o n s  of c e r t u i n  e x p r e s s i o n s  i n v o l v e  t h e  me`%nings r a t h e r  
t h a n  t h e  i n t e n s i o n s  of t h e i r  `%rgmnents. I n  p~rticul`%r b o t h  t h e  m e n n i n g  

a n d  t h e  i n t e n s i o n  of e v e r y  e x p r e s s i o n  is u n i q u e l y  d e t e r m i n e d  g i v e n  t h e  
in i t i a l  as~igmnent ,  to  t h e  ( f in i te  n u m b e r  of) s y m b o l s  of f t .  I n  th i s  w`%y 

we  h ~ v e  p r e s e r v e d  F r e g e ' s  p r inc ip le ,  r, W e  h ~ v e  ~lso pre,~erved t h e  h igh ly  

d e s i r a b l e  r e q u i r e m e n t  th`%t e v e r y  (de f ined)  e x p r e s s i o n  h ~ v e  a n  i n t ens ion ,  
a n d  so we c`%n h a v e  a t r u t h - c o n d i t i o n a l  s e m a n t i c s ,  w h i c h  y e t  ~ccommod`%tes 

proposition`%l `%ttitudes. {For o b v i o u s l y  a f n n c t o r  w h i c h  t a k e s  ~ c c o u n t  
of  m e a n i n g s  c`%n d i s t i n g u i s h  b e t w e e n  e x p r e s s i o n s  w h i c h  h`%ve d i f f e r e n t  

m e a n i n g s  b u t  t h e  s`%me i n t e n s i o n . )  
T h e  rem`%inder of t h i s  s ec t ion  is c o n c e r n e d  w i t h  t h e  ru le  3.11 `%nd 

we  n m s t  f i r s t  s h e w  w h y  t h e  `%lternative 3.12, w h i c h  is `%t f i r s t  s igh t  t h e  

m o r e  i n t u i t i v e l y  natura,1 choice ,  will  n o t  do. 
Cons ide r  a. be l ie f  f u n c t o r .  W e  sh,~ll ag`%in use  ' B '  b u t  t h i s  t i m e  a s s u m e  

i t  to  b e  a t w o  pl`%ce f u n c t o r  so t h a t  w h e r e  x is ,% n,%me ,%nd a ,% s e n t e n c e  

n I t  ~:ould be possible to spht up the work done by 0 into two parts. One could 
have a symbol 0- which acts in such a way that  the intension of (0 § a) is the 
'meaning of ~, and then a symbol 0-  such that  the meaning of (0 - ,  a> is the intension 
of a. /0,(~, al . . . . .  a,r'2> would then be replaced by <0-,  <5, <0% a~> . . . . .  (0", a,,})). 
] have used the single 0 for economy, because I can think of no eases where 0 + and 
0- would not occur together in the way indicated. At the other extreme we might 
t ry to dispense ~4th 0 altogether by classifying all expressions (and not merely the 
symbols) into intensional and hyperintensional, and suppose that  any expression 
whose functor is hyperintensional is evaluated as if it were a 0-expression. 

~2 'Frege's Principle' was the name given in [7, p. 75] to the requirement ~ha~ 
the meaning of all expressions be determined by the meanings assigned to the (finite 
number of) symbols of the language. 

3 -- Sludia Logica XXXIV,I 
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"IB, .,'. a is i n t e n d e d  to  m e a n  t h a t  x be l ieves  t h a t  (~. S u p p o s e  t h a t  we 
t r y  to  fo rnml i ze  a s en t ence  wh ich  invo lves  n e s t e d  bel ief  f u n c t o r s ,  su ch  as 

(1) x bel ieves  t h a t  y be l ieves  t h a t  c~ 

This  (.ohms ou t  as 

( e )  ( 0 ,  ( Ir  ,,,, ( 0 ,  I B ,  .~t. a~ 

(Obvious ly  t he  ~ r g u m e n t s  of B must.  be trea, t ed  as incomings r a t h e r  t h a n  
in tens ions  if i t e r a t e d  hy l ) e r i n t ens iona l  f u n c t o r s  are  ex-er to  be in t e res t ing .  
W i t h o u t  t he  0. B w o u l d  sim])ly t a k e  in tens ions  as a rgument , s . )  

I f  we h a d  a d o p t e d  3.12 in p lace  of 3.11 t h e  m e a n i n g  of ~0, .(B, y, c, :. 
wou ld  t,e ,,IM(B). 31(!1).. ' l /(a)" a n d  t h e r e f o r e  1)\- 3.10 t h e  int, ensi,:,n of 
(2) wmfld  1)e 

(3) I ( B ) ( J l ( x ) .  M ( B ) ,  M(y) ,  J / ( a )  ) 

iYow B is a ssqubol  of _.g' "(,nd so M ( B )  = I (B) .  A:tld th i s  n,ea.ns tita, t 
in (3) I (B )  occurs  as one of i ts own  a r g u m e n t s .  Since  th i s  is n, , t  s e t - t h eo re -  
tiea.lly poss ible  (in m o s t  set theor ies )  t h e n  (2) c a n n o t  have  an  in tens i ,m.  
This  does no t  lead to  a c o n t r a d i c t i o n ,  becau se  ~ve h a v e  a l lowed  in tension~ 
t() l~e pa r t i a l  func t ions ,  a n d  h a v e  t h e r e f o r e  p e r n d t t e d  exl)ress ions  to  lack  
one. H:owever  to p r e v e n t  (1) f r o m  h a v i n g  a n y  me:rain,,," or in t ens ion ,  a n d  
mm'e  gene ra l ly ,  to  rn le  on t  ~ny  i t e r a t i o n  or  nes t i ng  of h y p e r i n t e n s i o n a l  
c o n t e x t s ,  seenls undes i rab le .  I t e r a t i o n  of h y p e r i n t e n s i o n a i  fl lnclm'~ seelns 
to  me  so desir~fl)le t h a t  3.12 o u g h t  to  be r e j e c t e d  e v e n  if so do ing  seem,, 
to  i nvo lve  a sligllt ldurrin.~ of tl le d i s t i n c t i o n  b e t w e e n  meal f ings  an d  in- 
t ens ions .  

The  nmdif ica . l ion p r o p o s e d  l)y :',.11 is qu i t e  s imple ,  fro' i t  sim])ly ident i -  
t ies t h e  m e a n i n g  of a 0 -express ion  w i th  its in tens ion .  VVha.t th is  mean.~ 
is th:~t we rega, rd  t he  e m b e d d e d  'y be l ieves  tha.t a '  in (1) a,s if it were  
a s imple  s en t ence  syntbol .  

3.11 does en ta i l  t h a t  logi(.ally equiva.lent. 0 -express ions  a.re s y n , m x -  
mous .  ~a I t  is t h e r e f o r e  unwise  to  use t h e m  for  all  i n t en s io n a l  f u n e t o r s .  
Consider ,  e.g.,  t.he roods.1 o p e r a t o r  L mea, n in~ 'il~ is n e c e s s a r y  tha, t ' .  I{ 
a and  fl are  logical ly  e q u i v a l e n t  t h e n  so a re  (L ,  a a n d  (L~ f l .  This  would  
nl~ke (0,  ( s  a: a n d  ~0. iL, f l ' ,  s3-nollynlotls, ye t  obv ious ly  

'x  bel ieves  t l t a t  it ix neee s sa r3  t h a t  (," 

m a y  d i f f e r  i l l  t r u t h  v a l u e  f r o m  

la It  ought  to be clear that  this  does not  entai l  that  all doub ly  embedded  ex- 
pressions ~4th  the same in tens ion  arc s y n o n y m o u s .  All  we need suppose  is that  a dif- 
ference in meaMng between  a and fl will  be reflected in ~ difference in iqzteusion be- 
tween  sentences  lik,~ ",r bel ieves  that: a' a, nd 'x bel ieves  that  fi'. 
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% believes t ha t  it is necessary t ha t  /3' 

Thus 0 ought  not  to precede +.he modal  functor .  
This last a rgument  shews t h a t  the  0 analysis is not  plausible for m a n y  

intensional  func tors ;  which in t u rn  means t h a t  we cannot  use it. to di- 
spense with a possible-worlds an'~lysis. (At least not  wi thout  intensive 
reworking;  so much  reworking in fact  t h a t  the  result  could hard ly  be 
called a modif icat ion of Lewis '  analysis,  and  would proba.lJly seem best 
regarded as a version of a. quota t ional  approach.)  

5. 0-categorial logics 

The present  paper  has t rea ted  0-categorial languages from an enti- 
rely senl~mtical point  of view. Al though the t r u t h  funetors  have been 
used on occasion as i l lustrations,  there  has been no sys temat ic  a t t e m p t  
to dist inguish between 'logical constants '  and  other words. This is because 
the  paper  has been concerned with forma.1 languages as the under ly ing 
s t ructures  of na tura l  languages, and  it is my belief tha t  every word in 
a na tu ra l  language is, in some sense, a. const~mt. Al though words like 
hind',  %r', ~if' and  so on are, in some vague way, more 1)ervasive t han  
others,  ye t  no ha rd  and  fast  line can be drawn between them and other 
words. I t  is also m y  belief theft the words in na tura l  hmguages which are 
regular ly t r ans la ted  by the logical constants  of forma.1 languages may 
well not have quite the  semantics they  are given in those formal hmguages.  
This need not  lnean of com'se t ha t  they  do not  have a t ru th-condi t ional  
semantics,  only t ha t  it is a more complicated one t h a n  the t ranslat ions 
would suggest. ~4 

Those who feel t h a t  wi thout  logic~fl consttmts the word r is inap- 
propr ia te  may  well take issue wi th  the tit le of this paper. For  my own 
pa r t  I consider t h a t  any  s tudy  of possible worlds semantics has a claim 
to be in some sense dealing with  'logic', but  I have no real objection if 
the  t i t le  is denied me. 

Obviously it would be possible to introduce,  e.g., t r u t h  functors  and 
modal  operators,  and  provide an axiom system and completeness proof. 
Such a task m a y  even shed i l luminat ion on the na ture  of 0-categorial 
languages. I t  is however a task t h a t  will be left to others. 

~4 The points of this section are elaborated in [6], [7] and [9]. Scepticism of the. 
philosophical utility of a possible worlds analysis of the logical modalities has been 
expressed by ttintikka in [26 p. 52f] and elsewhere. In fact, as Karttunen notes in 
[14], modality in ordinary language is more of an epistemic one. It therefore takes. 
account only of worlds fairly similar to the actual one. 
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One small i l lustrat ion may  suffice to shew the  kinds of things t h a t  
logical symbols nl ight  do in a 0-eategorial language. Suppose t h a t  we 
have  a two place proposit ional  fune tor  6 whose semantics are as follows: 

5.1 V(6) is the  func t ion  c,J such t h a t  for any  wEW, and  a, br 
u,E~o(a, b) iff a = b. 

is obviously a proposit ional  iden t i ty  operator.  The interest ing th ing 
is however t h a t  in the  absence of 0 it reduces to str ict  equivalence. 
I.e. (b, a , /3  is t rue  when a and /3  have  the  same intension, while <0, (5, 
a,/31,..> requires t h a t  a and /3 have the  same meaning.  This is easy to see 
because 

I( 5, a, fl: ) = I (~)) ( l (a) ,  I(/3)) = o , ( I (a ) , I ( /3)  

:and if a and/3 a.re logically equivalent  then  I ( a )  = I(/3), and so wEc, , ( I (a) ,  
I(/3)) for all u, eW. 

I-Iowever 

and  so w~I(.(O, .ib, a, /31'i) only if M ( a ) =  M(/3). W h a t  this shews is 
t h a t  in 0-eategorial langua.ges the  very  same operator  can be nlore or 
less strict  depending on the  presence or absence of 0 

6. Further developments 

This paper  has t rea ted  the intensions of sentences as sets of possible 
worlds. Thus our languages have made no room for context  dependence.  
One way of t rea t ing  context  is to isolate a number  of contextu td  'indices' 
[17], [21], [15] and say tha t  a context  is made  up of, e.g., a possible world, 
�9 ~ time, t~ speaker . . .  and so on. Intensions  then  become somewhat  more 
complex things,  but, their  incorporat ion into a 0-categorial language 
would seem to pose no insuperable problenls. In  [7] a somewhat  nlore 
complicated tmalysis of context-dependence was given, in which contexts  
were a.nalyscd a.s properties of ut terances.  

The O-('ategorial languages discussed in this paper  have made no 
use of variable-binding. This is ~ real l imi ta t ion of their  expressive power, 
and in addi t ion h~s meant  t h a t  we have had  nothing to say on the  very  
vexing problem of quant i f icat ion into hyper intensional  contexts ,  n One 

is A very sensitive article on these problems from a linguistic point of view is 
Partee [iS]. Partee is one of the few hnguists who has shewn any awareness of the 
logical problmns of hyperintensional contexts. 
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a, pp roaeh  to var iab le-b inding ,  t ha t  advoca t ed  by Lewis and 3[ontague~ 
supposes the  values  of free var iables  to be supplied by  a. con tex tua l  index.  
I t  ma.y be t h a t  this approach  will au toma t i ca l ly  c a r ry  over  into 0-ca- 
tegorial  languages  bu t  I a.m not  en t i re ly  convinced  t ha t  it is the bes t  
way.  Vari,~ble-binding seems to me to be such a deep p h e n o m e n o n  t h a t  
its p roblems  should be tack led  head on, and what  I would like to be able 
to do would be to  app ly  ~he ~na.lysis of abs t r ac t ion  developed in [7] to  
0-ca.tegoriM languages.  I have  a few ideas about  how to do this bu t  none  
I f ind  rea l ly  in tui t ive .  ~6 

The biggest  phi losophical  tes t  of 0-eategoriM langua, ges will come of 
course when we t r y  to fo rmula t e  the t r u t h  condit ions of specific hyper in-  
tensional  fune tors ,  s u c h  as  ' says tha t ' ,  'knows tha t ' ,  'believes tha t ' ,  'de- 
duees t ha t '  etc. And the  plain fact  of the  nla.tter seems to be t ha t  we a, re 
~hnost  comple te ly  in the  da rk  about  the  sem~mtics of these notions.  
This is why I have  not  been concerned to a rgue  tha t  the O-eategorial 
approach  mus t  be super ior  to any  other .  I have  mysel f  in the  pas t  seI; 
out  var ious  a l t e rna t ive  approaches  to the  semantics  of hyper in tens iona l  
contex ts ,  and m y  present  opinion is t h a t  the  more  approaches  tha t  are  
fo rmal ly  set out  the  more  l ikely we are to discover which of t hem pro- 
r ides  the  mos t  na tu rM f r amework  for the  analysis of proposi t ional~at t i -  
l ades .  Unti l  we are  in t h a t  f o r t u n a t e  posi t ion there  can be, I tea, r, no 
conclusive a rguments  in f avour  of an)" one approach ;  and tlu~t a,pplies 
to tile O-categorial analysis as much  as to an3" others .  

16 Part of the problem is that the applications of categorial languages to linguistic 
ana.lysis in [7] relied heavily on the principles of 2-conversion. It is not at all clear to 
me whether and how these principles should be regarded as meaning-preserving. 
If they are not meaning-preserving in all contexts, then they need not be intension- 
-preserving in contexts governed by 0. Yet on the ordinary analysis 2-conversion 
~dl[ he intension-preserving whatever entities we take as the values of sentences. 
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