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REMARKS ON T H E  METHOD OF P A I R E D  COMPARISONS:  
I. THE LEAST SQUARES SOLUTION ASSUMING 

EQUAL STANDARD DEVIATIONS 
AND EQUAL CORRELATIONS* 

FREDERICK MOSTELLER 
HARVARD UNIVERSITY 

Thurstone 's  Case V of the method of paired comparisons as- 
sumes equal s tandard  deviations of sensations corresponding to 
stimuli and zero correlations between pairs  of stimuli  sensations, 
I t  is shown tha t  the  assumption of zero correlations can be relaxed 
to an  assumption of equal correlat ions between pairs  with no change 
in method. Fu r the r  the usual approach to the method of paired com- 
parisons Case V is shown to lead to a least squares est imate of the 
st imulus positions on the sensation scale. 

1. Introduction. The fundamental  notions underlying Thur- 
stone's method of paired comparisons (4) are these: 

(1) There is a set of stimuli which can be located on a sub- 
jective continuum (a sensation scale, usually not having a meas- 
urable physical characteris t ic) .  

(2) Each stimulus when presented to an individual gives rise 
to a sensation in the individual. 

(3) The distribution of sensations from a particular stimulus 
for a population of individuals is normal. 

(4) Stimuli are presented in pairs to an individual, thus  giv- 
ing rise to a sensation for each stimulus. The individual com- 
pares these sensations and reports  which is greater.  

(5) It  is possible for  these paired sensations to be correlated. 

(6) Our task is to space the stimuli (the sensation means) ,  ex- 
cept for a linear t ransformation.  

*This research was performed in the Laboratory  of Social Relations under  
a g r an t  made available to Harva rd  Univers i ty  by the RAND Corporation under  
the Depar tment  of the Air  Force, Project  RAND. 
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There are numerous variat ions of  the basic materials  used in 
the analys is- - for  example, we may  not  have ~ different individuals, 
bu t  only one individual who makes  all comparisons several t imes;  or  
several individuals may  make all comparisons several t imes;  the in- 
dividuals need not be people. 

Fur thermore ,  there  are "cases" to be discussed--for  example, 
shall we assume all the intercorrelat ions equal, or  shall we assume 
them zero? Shall we assume the s tandard  deviations of the sensa- 
tion distr ibutions equal or not?  

The case which has been discussed most  fully is known as Thur-  
stone's Case V. Thurs tone has assumed in this Case that  the stand- 
ard deviations of the sensation distr ibut ions are equal and that  the 
correlations between pairs of st imulus sensations are  zero. We shall 
discuss a s tandard  method of order ing the stimuli  for  this Case V. 
Case V has been employed quite f requent ly  and seems to fit empirical  
data ra ther  well in the sense of reproducing the original propor t ions  
of the paired comparison table. The assumption of equal s tandard  
deviations is a reasonable f i r s t  approximation.  We will, not stick to 
the assumption of zero correlations, because this does not seem to be 
essential for  Case V. 

2. Ordering S t imul i  w i th  Error-Free Data. We assume there  
are  a number  of objects  or  stimuli, 02 ,  O~, - - - ,  0 4 .  These st imuli  
give rise to sensations which lie on a single sensat ion Continuum..S. 
I f  X~ and Xj are single sensations evoked in an individual I by the 
i th and j th  stimuli, then we assume X~ and X j  to be joint ly normally 
dis t r ibuted for  the population of individuals with 

mean of Xi -"  S~ ( i  - -  1 , 2 ,  . . . ,  n )  
variance of  X~ ~- a" (Xi)  - -  ¢~ (i  ~ - 1 , 2 , . . . ,  n)  (1) 
correlation of X~ and Xj  -~ p~j ~ p ( i , ] - -  1 , 2 , . . . ,  n ) .  

The marginal  distr ibutions of the X~'s appear  as in F igure  1. 

j ! i 
/ \ 

S X t X m S.  S 3 $4 
F m ~  1 

The Marginal Distributions of the Sensations Produced by the Separate 
Stimuli in Thurstone's Case V of the Method of Paired Comparisons. 
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The figure indicates the possibility tha t  X~ < X~, even though S, < $2 • 
In fact  this has to happen par t  of the time if we are to build any- 
th ing more than a rank-order scale. 

An individual I compares O, and Oj and reports whether 
X~ ~ Xj (no ties are allowed). 

We can best see the tenor of the method for ordering the stimuli 
if  we first work through the problem in the case of nontallible data. 
For  the case of nonfallibte data we assume we know the true propor- 
tion of the time X~ exceeds X j ,  and tha t  the conditions given above 
(1) are exactly fulfilled. 

Our problem is to find the spacing of the stimuli (or the spacing 
of the mean sensations produced by them, the S, --- S~ points in 1~ ig- 
ure 1). Clearly we cannot hope to do this except within a linear 
transformation,  for the data reported are merely the percentages of 
times X~ exceeds X~, say p , j .  

p, j  - -  P ( X ,  > X j )  - -  

V 2  n ~ ( g ~ j )  

[ d . - -  (S~ - -S~) ]  ~ 
e ........... dd~j (2) 

2 z~ (di~) 

where dij ~ X ,  - -  X j ,  and z2 (d~j) ~ 2a 2 (1 - -  p). There will be no 
loss in generality in assigning the scale factor  so that  

2a 2 ( 1 - P )  ~ 1 .  (3) 

It  is at  this point tha t  we depart  slightly f rom Thurstone, who char- 
acterized Case V as having equal variances and zero correlatioas. 
However, his derivations only assume the correlations are zero ex- 
plicitly (and artificially), but are carried through implicitly with 
equal correlations (not necessarily zero). Actually this is a great  
easing of conditions. We can readily imagine a set of at t i tudinal  
items on the same continuum correlated .34, .38, .42, i.e., nearly 
equal. But it is difficult to imagine them all correlated zero with one 
another. Past  uses of this method have all benefited from the fact  
tha t  items were not rea l ly  assumed to be uncorrelated. It was only 
s t a t e d  tha t  the model assumed the items were uncorrelated, but the 
model was unable to take cognizance of the statement.  Guttman (2) 
has noticed this independently. 

With the scale factor chosen in equation (3), we can rewrite 
equation (2) 
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veJ 

1 f e -~U: dy. (4) 

From (4),  given any p~j we can solve for ~(S~--S~) by use of a 
normal tabie of areas. Then if  we arb i t ra r i ly  assign as a location 
parameter  S~ = 0 ,  we can compute all other S~. Thus given the p~ 
mat r ix  we can find the S~. The problem with fallible data  is more 
complicated. 

3. Paired Comparison Scaling wi th  Fallible Data. When we 
have fallible data, we have p'~j which are estimates of the t rue p ~ .  
Analogous to equation (4) we have 

' - -  e -t~" d y ,  ( 5 )  

p ij ......... V2n 
J 

where the D'~j are estimates of D~ = S , - -S j .  We merely look up the 
normal deviate corresponding to P'~i to get  the mat r ix  o f  D'~i. We 
notice fu r the r  tha t  the D'~ need not be consistent in the sense tha t  
the D ,  were; i.e., 

Dii + Di~,=S~--S~ + S j - - S k = D ~ ,  
does not hold for  the D'~j. 

We conceive the problem as follows: f rom the D'~ to construct  
a set of estimates of the S~'s called S'~, such tha t  

~ = ~  [D ' ~ - -  (S '~--S'~)]  ~ is to be a minimum.  (6) 
i,i 

It  will help to indicate another  form of solution for  nonfallible 
data. One can set up the S~ ~ S~ mat r ix :  

MATRIX OF Si - -  Sj 
r ............ 

1 2 3 . . . . .  n 

1 S~--S~ S1--S~ S1--S~ S ~ S .  
2 $2--$1 $2--$2 S ~ - - S ,  S ~ - - S .  
3 S , - - S ~  S . - - S .  S . - - S .  S . ~ S .  

n S .  - -  $1 S .  - -  $2 S .  - -  S ,  S .  - -  S .  

Totals ~S~ ~ nS1 ~,S~ --  nS~ ~S~ --  nS~ ~,S~ --  nS .  

Means S --  S~ S - -  S2 S --  $3 S - -  S.  
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Now by set t ing S1 - -  0 ,  we get S2 : (S - -  S~) - -  (S --  S2), Ss ~-- 

(S - -  S~) --  ( S -  S~), and so on. We will use this  plan short ly for  
the S'~. 

I f  we wish to minimize expression (6) we take the part ial  de- 
r ivative with respect to S'~. Since D'~j = --D'j~ and S'~ - -  S'j ~-- 
- - (S ' j  - -  S'~) and D'~ = S', - -  S'~ = 0 ,  we need only concern our- 
selves wi th  the sum of squares f rom above the main diagonal in the 
D'~j - -  (S'~ --  S'j) matr ix,  i.e., terms for  which i < j .  Differentiat- 
ing with respect to S'~ we get: 

i-1 ,i ] 
a ( ~ ' / 2 ) - - 2  ~, (D'j~--S' j  + S'~) Y~ (D'~j--S ' ,  + S'i) (7) 

( i = l , 2 , . . - , n ) .  

Setting this partial  derivative equal to zero we have 

+8'1 + S'~...  +S'~-1 - -  (n--1)S'~ + S',+1 + ... +S',, 

,1 :~ 
----- Y. D'j~ - -  D'~i (i : 1 , 2 ,  -.. ,  n) , 

i=1 i=i*1 

but D'~i = --D'i~, and D'~ = 0; this  makes the r ight  side of (8) 

D'j~ + D ' .  + D'j~ - -  D'j~. 
1=1 j=i+l J=l 

Thus (8) can be wr i t ten  

(8) 

n n 

E S'j - -  nS'~ = E D'j~ (i = 1 , 2 ,  .--, n ) .  (9) 
t=1 ] I 

The determinant  of the coefficients of the left  side of (9) van- 
ishes. This is to be expected because we have only chosen our scale 
and have not assigned a location parameter .  There are various ways 

to assign this location parameter ,  for  example, by set t ing ~ - -  0 or 
by set t ing S', = 0 .  We choose to set_SS'l = 0 .  This means we will 
measure distances f rom S'1. Then we t ry  the solution (10) which is 
suggested by the s imilar i ty  of the left side of (9) to the total col- 
umn in the mat r ix  of S~ --  Ss • 

S'~= D ' i f f n - - ~  D' j , /n .  (10) 
j=l j=l 
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Notice that  when/-----1, S'~ - -  0 and that  

~ ~ , 
S'~ = : ~  D j~ 

~=1. i=l  
because 

Y. Y. D'i~ = 0,  
i i 

which happens because every term and its negative appear in this 
double sum. Therefore,  subst i tut ing (10) in the le~t side of (9) we 
have 

D'~- -  n D ' j , /n - -  ~ D'ji/n = N D'~, (11) 
i : t  /=t  j=l i=t  

which is an identity, and the equations are solved. Of course, any 
linear t ransformat ion of the solutions is equally satisfactory.  

The point of this presentation is to provide a background for  
the theory of paired comparisons, to indicate that  the assumption of 
zero correlations is unnecessary, and to show tha t  the cus tomary  
solution to paired comparisons is a least squares solution in the  
sense of condition (6).  That  this is a least squares solution s e e m s  

not to be mentioned in the l i terature although it may  have been 
known to Hors t  (3),  since he worked closely along these lines. 

This least squares solution is not entirely sat isfactory because 
the p'ij tend to zero and uni ty when extreme stimuli are  compared. 
This introduces unsat isfactori ly large numbers  in the D',j table. This 
difficulty is usually met by excluding all numbers  beyond, say, 2.0 
from the table. Af te r  a prel iminary ar rangement  of columns so that  
the S'= will be in approximately proper order, the quanti ty  

is computed where the summation is over the k values of i for  which 
entries appear in both column ] and ] + 1 .  Then differences between 
such means are taken as the scale separations (see for  example Guil- 
ford 's  discussion (1) of the method of paired comparisons) .  This 
method seems to give reasonable results. The computations for  meth- 
ods which take account of the differing variabilit ies of the p'~j and 
therefore  of the D'~j seem to be unmercifully extensive. 

I t  should also be remarked that  this solution is not entirely a 
reasonable one because we really want  to check our results against  
the original p ' , .  In other words, a more reasonable solution might  
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be one such t h a t  once the  S'~ a r e  compu ted  we can e s t ima te  the  ~' , j  
by  p " ~ ,  and minimize ,  say, 

or  p e r h a p s  

( a r c  s in  %/P'~i - -  a r c  sin ~ / ~ ) ' .  

Such a t h ing  can no  doub t  be  done,  bu t  t h e  r e su l t s  of  the  a u t h o r ' s  
a t t e m p t s  do no t  seem to d i f fe r  enough  f r o m  the  r e su l t s  of  t h e  p r e s e n t  
m e t h o d  to  be w o r t h  pursu ing .  

REFERENCES 
1. Guilford, J. P. Psychometric Methods. New York: McGraw-Hill Book Co.j 

1936, 227-8. 
2. Guttman, L. An approach for quantifying paired comparisons and rank 

order. Annals of math. Star., 1946, 17, 144-163. 
3. Horst, P. A method for determining the absolute affective values of a series 

of stimulus situations. J. educ. Psychol., 1932, 23, 418-440. 
4. Tburstone, L. L. Psychophysical analysis. Amer. J. Psychol., 1927, 38, 368- 

389. 

Manuscript rece'/ved 8/2~/50 


