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This study examined patterns of scientific 
understanding using an open-ended learning 
environment (OELE). Four seventh-graders 
were drawn from a general science class and 
webe studied as separate cases. The OELE 
was the ErgoMotion program on mechanical 
physics, which combines computer-generated 
graphics, computer simulations, video, and 
print-based materials. Primary data collec- 
tion techniques included think-aloud proto- 
cols and interviews. The results indicated 
that learners perceived information from the 
system, derived interpretations to explain 
observations, and used system features to 
test interpretations. Learners also, however, 
tended to perceive and interpret information 
inaccurately. While learners built and formal- 
ized scientific theories, they often failed to 
use system data to evaluate the limitations of 
their understanding. In some cases, they 
assimilated new data into existing theories, 
ignored inconsistent data, or derived indepen- 
dent theories to account for contradictory evi- 
dence. This study indicated that powerful 
intuitive theories, which are highly resistant 
to change, influence the interpretation of sys- 
tem events. 

[] Recently, researchers and educators have 
developed technology-based environments 
that promote active, student-centered learning 
(see, for example, Cognition and Technology 
Group at Vanderbilt, 1992; Spiro, Feltovich, 
Jacobson, & Coulson, 1991; Tobin & Dawson, 
1992). Accordingly, new visions regarding the 
relationship among technology, the learner, 
and the learning process have been conceptu- 
alized (Hannafin, 1992; Kozma, 1987; Jona- 
ssen, 1984). Technological advances have 
enabled the development of powerful tools 
and resources to represent and construct 
meaning (Perkins, 1991). Accompanying per- 
spectives have guided the use of technology 
through powerful theoretical frameworks of 
student-centered learning processes (see for 
example, Brown, Collins, & Duguid, 1989; 
Spiro et al., 1991). When used to enable stu- 
dent-centered learning, technological tools can 
redefine both the experiences available to 
learners and the processes required to engage 
them (Salomon, 1986; Salomon, Globerson, & 
Guterman, 1989). 

Open-ended learning environments (OELEs) 
utilize technology to support student-centered 
inquiry. Tools for manipulation and experimen- 
tation are provided to promote discovery and 
evolution of personal beliefs (Papert, 1993b). 
Using OELE tools, learners typically construct 
physical models of- a concept and receive real- 
time, dynamic feedback about the effects of their 
actions (Perkins, 1991). For example, open- 
ended physics microworlds enable learners to 
alter the force and direction of an object in space 
and note the results (Rieber, 1992). In thermody- 
namics, leamers can alter surface area and insu- 
lation properties of an object, and chart 
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subsequent changes in temperature (Lewis, 
Stern, & Linn, 1993). Understanding evolves 
continuously and dynamically, as ideas are gen- 
erated, tested, and revised. 

OELEs employ contexts that anchor new 
information and skills within familiar experi- 
ences. In situated environments, learners ref- 
erence contextually-relevant prior knowledge, 
manipulate system features, and derive con- 
dusions about observations by applying infor- 
mal conceptions to interpret the events (see 
Cognition and Technology Group at Vander- 
hilt, 1992; Sch6n, 1983). Learners' theories are 
often simplistic and naive, but they permit 
progressive refinement through manipulation 
and experimentation using the system's tools 
and resources• For instance, when learning 
about force and motion, learners will likely 
have experienced force and motion concepts 
related to increasing/decreasing speed or 
changing direction; accordingly, the contexts 
and activities posed by OELEs are often prob- 
lem-based, exploratory, and designed to stim- 
ulate connections to learner prior knowledge. 

According to OELE proponents, under- 
standing evolves as underlying theories are 
established, confirmed, and/or refuted. Figure 
1 illustrates several elements that influence the 

evolution of understanding in OELEs: (a) 
learner and system context; (b) available sys- 
tem tools and resources; (c) learner intentions 
and actions; (d) system feedback based on 
learner actions; and (e) learner processing of 
system feedback (see Land & Hannafin, 1996, 
for a detailed description of the model). The 
nature and quality of learning depends upon 
the extent to which these elements emerge, 
evolve, and support progressive levels of 
understanding. 

Learners use OELE tools and resources to 
refine their understanding of events depicted 
in the system. Presumably, learners construct 
initial formative models of concepts under 
study, use system tools and resources to repre- 
sent and test them, and progressively refine 
them based upon system feedback. Strategies 
and intentions may take the form of unsystem- 
atic explorations, such as browsing, or 
thought-based actions that are guided by the 
learners' intentions to test their understand- 
ing. The system provides feedback which is 
subsequently processed at varying levels, 
ranging from simply perceiving a general con- 
sequence to extrapolating interpretations to, or 
from, other contexts. Information about the 
consequences of actions, as well as the limita- 
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tions of their thinking, is then used to refine 
understanding and to guide further action. 
Once limitations in thinking have been per- 
ceived, new goals and actions emerge that 
result from the revised conceptual model. As 
understanding evolves, intentions and actions 
become more systematic and processing deep- 
ens through the testing and refining of forma- 
tive theories. 

Yet, the manner in which open learning 
environments promote understanding has 
been questioned. Some have suggested that 
available tools are not used or do not support 
user goals, intentions, or expectations. Atkins 
and Blissett (1992), for instance, found that 
learners rarely used the manipulation features 
of a videodisc environment to learn; rather, 
they used random strategies and rarely refined 
either their initial strategies or understanding. 
Similar observations were reported by Hill 
(1995) who noted that learners frequently 
failed to establish and refine their goals using 
system tools; in some cases, the available tools 
did not enable users to pursue their interests. 
OELEs are designed to support problem-solv- 
ing via intentional, thought-based action; the 
learner's intentions, however, are often 
unclear or not supported by available tools. As 
a result, understanding often fails to evolve. 

The purpose of this research was to describe 
the processes through which learners develop 
understanding while using an OELE; and to 
explain how understanding developed. Consis- 
tent with Hashweh's  (1988) approach to the 
study of science learning, the descriptive com- 
ponent emphasized learner actions and pro- 
cesses, while the explanatory aspects focused 
on characterizing patterns according to an 
explanatory framework. Three learner activi- 
ties were emphasized: (a) processing of feed- 
back/information; (b) intentions for actions; 
and (c) use of system features. 

METHOD 

Participants and Design 

Prior to the study, the first author spent sev- 
eral months serving as a teacher's aide in the 

class from which participants were selected. 
This helped to ensure that she was viewed as 
a natural everyday participant in classroom 
activities. The participants were 4 seventh- 
graders drawn from an intact general science 
class. Each was in the 11-13 year age range, 
Caucasian, and from a middle-class socioeco- 
nomic background. The students were average 
to above-average ability based on a prestudy 
assessment of physics knowledge. Low- 
achieving students did not participate because 
of restrictions regarding removal from class- 
room activities. Participant selection was made 
to ensure representative gender (two males 
and two females), verbal levels (two quiet and 
two verbal), and computer experience (two 
skilled and two moderately skilled). All stu- 
dents were told that they would not receive a 
grade for their work, but that they would serve 
as group leaders or "experts" for the class who 
would participate at a later date--a common 
classroom practice. 

A qualitative approach was selected 
because of its sensitivity to process (Guba & 
Lincoln, 1982) and suitability for describing 
phenomena from a learner's perspective; inter- 
pretations and themes regarding why and how 
learners generated meaning could be readily 
identified (Driscoll, 1995; Jacob, 1987; Robin- 
son, 1995). The students were studied as sepa- 
rate cases and analyzed for similarity and 
differences by referencing an existing theory- 
based pattern. Case results were compared 
against, and explained according to, a pre- 
viously developed theoretical model depicting 
how learners build and revise theories-in- 
action (Yin, 1994). 

Materials 

The open-ended, computer-based environment 
was ErgoMotion, a mechanical physics program 
in the Science Vision series. The materials were 
developed by the Interactive Media Science Proj- 
ect at The Florida State University and funded 
by the National Science Foundation and 
Houghton Mifflin Company. ErgoMotion incor- 
porates features such as computer-generated 
graphics, computer simulations, video, direct- 
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manipulation interfaces, and print-based materi- 
als into a microworld that supports the process 
of open-ended learning (Bowen, 1992; Litchfield 
& Mattson, 1989; Tobin & Dawson, 1992). 

The situational context for ErgoMotion is the 
learning of physics concepts using the meta- 
phor of a roller coaster. Participants are ori- 
ented to the environment with a video 
scenario of teenagers riding a roller coaster 
accompanied by voice-over narrative speculat- 
ing about what makes the ride thrilling. The 
focus of activity is the experimentation site--a 
virtual roller coaster track that supports 
manipulation of three major parameters: sizes 
of three hills (3 sizes each), motor size and 
mass of the coaster cars (3 options each), and 
radius of a series of horizontal curves (small, 
medium, and large). Learners adjust a button 
to make the hills higher or lower, the curves 
wider or narrower, or the mass and motor size 
larger or smaller. After setting parameters, 
learners run a computer simulation to observe 
via a video clip the effects on the coaster. Fig- 
ure 2 illustrates an overview of the coaster 
experimental site screen. 

If the selected parameters result in too 
much inertia or acceleration, the coaster will 
crash, simulating real-life consequences. Re- 

sources are available with which to collect 
information related to physics concepts and 
simulated coaster performance, which can be 
accessed from any screen or selected from 
menus or help buttons. For instance, students 
may receive video instruction from a video- 
pedia--a comprehensive resource of physics 
concepts (e.g., Newton's Laws, acceleration, 
potential energy) which provides brief video 
vignettes, examples, and explanations of phys- 
ics concepts. Scaffolding is available in the 
form of opinions and advice from on-line 
experts who serve as consultants. Participants 
who seek procedural or conceptual support 
can be guided through an inquiry menu of 
related questions, which provide probing 
questions and generic procedural support for 
problem solving. Finally, learners can be 
quizzed on their physics knowledge through a 
Radio Quiz Show game in which they listen to 
two experts discuss a problem under study and 
judge which opinion seems more reasonable. 

Students can also collect quantitative data 
and interpret their meaning for each available 
parameter. For instance, they can access 
numerical data points along the coaster track 
to gain additional information about inertia, 
potential/kinetic energy, and acceleration of 

Figure 2 [ ]  The coaster experimentation site. 
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Figure 3 [ ]  Data points at the hills and valleys section, 

the coaster, following their simulated coaster 
run. These data can be charted in student 
workbooks (e.g., as mass increases, potential 
energy increases), and trends can be interpre- 
ted. Figure 3 shows how data points are acces- 
sible at the hills and valleys section. 

Finally, learners can participate in a coaster 
challenge that presents specific problems (e.g., 
"set the size of the hills so that the coaster will 
come to a rest in the first valley"). These prob- 
lems serve as analogs to the main coaster prob- 
lem, and introduce additional variables to be 
manipulated (e.g., friction settings). Three 
analog coaster challenges of progressive com- 
plexity were available. 

Techniques for Data Collection 

Think aloud protocols were collected during 
both use of the system and postlearning 
(hypertext) interviews. Data collection was 
organized around three learner activities: pro- 
cessing of information, intentions for action, 
and use of system features. These categories 
were selected based on research which indi- 
cated that science learning is influenced by 

depth of cognitive processing (e.g., Roth & 
Roychoudhury, 1993), extent of intentional, 
constructive activity (e.g., Atkins & Blissett, 
1992), and amount of informed use of system 
features (e.g., Lewis et al., 1993). Table 1 
illustrates the data collection sources, tech- 
niques, and indicators. 

Research Methods 

Think-Aloud Protocols. Learners were prompted 
to think aloud while using the system and dur- 
ing the interviewing (see Ericsson & Simon, 1992 
for a detailed description of the procedures). The 
goal of the think-aloud procedure was to docu- 
ment thought processes as they occurred and to 
increase the precision of communication 
between the researcher and the learner. Think- 
aloud verbalizations reflected the learners' 
thoughts as they engaged the system. 

Post-Session Interviews. In order to ascertain 
why participants took an action, made a deci- 
sion, or provided an interpretation during the 
learning process, the think-aloud procedures 
were augmented via a postsession interview. 
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Table I [ ]  Data Collection Categories, Techniques, and Sources 

Category Techniques Data Sources 

Processing of • Think-aloud protocols 
information 

• Interviews 

Intentions for action 

Use of system 
features 

• Think-aloud protocols 

• Interviews 

• Think-aloud protocols 

• Interviews 

• Verbalizations of reflections or meaning of the 
results of an action 

• Verbalizations of interpretations of system- 
provided feedback 

• Self-reports of thought processes and extent of 
processing effort 

• Verbalizations of a reason or intention for acting 
in the environment 

• Verbalizations of decision-making process 
• Verbalizations of strategies for taking action 
• Self-reports of reasons for actions 
• Verbalizations of reasons for using a system 

feature 
• Observations of system choices 
• Self-reports of awareness of features 
• Verbalizations and observation of purpose 

achieved by using feature 

Interviews of approximate ly  two hours took 
place on an individual  basis dur ing  the final 
session. The interview began with a series of 
gu ided  quest ions regarding general at t i tudes 
toward  us ing  the system, comfort  level with 
the open-ended  learning process,  and aware- 
ness of system features. Video excerpts of the 
learning sessions were  then shown to stimu- 
late recall of part icipants '  actions and thoughts  
while  us ing  the system. Explanations of pro- 
cessing, intentions,  and  actions were solicited 
to gather  data not  verbalized during the initial 
th ink-aloud process.  

The interviews allowed comparisons between 
students '  interpretations and the researcher's 
transcript analyses regarding their reasons, 
thoughts, and actions. They also helped to clarify 
discrepancies between researcher observations 
and s tudent  verbalizations, and were used to 
elicit missing information. Video excerpts were 
used ff reasons were not provided initially as to 
why an action was taken, an interpretat ion was 
provided,  or decision was made.  

Procedures 

A graphical  i l lustration of the research proce- 
dures  is p rov ided  in Figure 4. A deve lopmen-  

tal test was conducted dur ing  which research 
procedures  were  val idated.  Two pilot  cases 
were s tudied which yielded information used 
to improve  the research procedures.  Think- 
aloud procedures ,  training procedures ,  gener-  
al research methods,  and interview techniques 
were implemented  and refined. As a result  of 
the deve lopmenta l  test,  several  needs  were 
evident  which were subsequent ly  addressed:  
(a) to explain system features  that were not  
covered effectively in the on-line system train- 
i ng ;  (b) to provide  reminders  to think-aloud 
wi thout  guid ing  or influencing part icipant  
responses; and (c) to provide a broader  context 
for learners when  showing video clips dur ing 
the interview (e.g., what  h a p p e n e d  before and  
after the clip was shown).  All sessions were 
videotaped for subsequent  analysis.  

The science teacher informed the partidpating 
students that they would go to a separate room to 
learn about physics principles through roller 
coaster design. Prior to the first session, students 
attended a 30-minute orientation to become famil- 
iar with the general design and features of 
ErgoMotion. They viewed an introductory movie 
to orient them to the problem and their goal as 
coaster designer-- to  design a roller coaster that 
was both " . . .  thrilling and safe." 

At  the beginning of the next session, prac- 
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Figure 4 [ ]  Overview of research procedures, 
Developmental Test 
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tice in the think-aloud procedure was provided 
in order for students to become familiar with 
the process of thinking aloud during problem- 
solving (Ericsson & Simon, 1992). This was 
done using a series of warm-up activities 
involving mental tasks ("multiply 24 x 12 in 
your head," "count the number of windows in 
your parents'  house") which were to be vocal- 

ized aloud. After receiving feedback, they 
were then instructed to solve three simple 
force and motion problems, again thinking 
aloud as they completed the task. Feedback 
was again provided related to their think- 
aloud vocalizations. 

After ensuring that students were familiar 
with the system and the think-aloud proce- 
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dures, participants were instructed to use the 
ErgoMotion environment in any way they 
chose for the remainder of a two-hour session. 
A second two-hour session focused exclusively 
on system use to address the problem under 
study. Roughly four hours were devoted to 
learning via the system, resulting in an aver- 
age of approximately 290 individual actions 
per participant. 

The postsession interview was completed 
approximately two weeks later. The duration 
of data collection procedures, including inter- 
views, was approximately one month. 

for different examples of theory-building activ- 
ity; similar instances were grouped according 
to major categories (Chan et al., 1992). The 
protocols were examined for instances of pro- 
cessing, intentions, and feature usage by par- 
ticipants (e.g., for intentions: "I don't  know 
why I did that" versus "I want to change the 
horsepower, so I can slow the coaster down"). 
Examples were then grouped to reflect a range 
of simple-to-complex responses (e.g., "It 
crashed" [simple] versus "It crashed because I 
set the first hill too high, and it had too much 
acceleration" [complex]). 

ANALYSIS Conceptual and Operational Definitions 

Data from think-aloud protocols were ana- 
lyzed to determine the interplay between goal- 
oriented actions and the changing conceptual 
models that underlie them (Karmiloff-Smith & 
Inhelder, 1975). The purpose was to identify 
how understanding evolved as a function of 
system feature use. 

The Coding Scheme 

Session videotapes were transcribed to reflect 
both system events and the verbalizations of the 
researcher and the learner. Think-aloud proto- 
cols, interview data, and observations of video- 
taped system events yielded the foundation data 
for the analysis. Think-aloud protocols were tran- 
scribed and matched to videotaped observations 
of learner actions and system events. Data were 
collated according to each of three predefined 
research categories: processing, intentions, and 
feature use (see for example, Atkins & Blissett, 
1992; Chan, Burtis, Scardamalia, & Bereiter, 1992; 
Merriam, 1988). Criteria were developed for each 
category, which were used to assign data (see 
Lincoln & Guba, 1985). For instance, isolated 
responses such as "the coaster crashed," or "I'm 
going to change the horsepower" were labeled as 
individual units. Multi-color highlighter pens 
were used to mark transcript responses and label 
distinctions among major categories (Ericsson & 
Simon, 1992). 

Initially, protocols were examined broadly 

Based on the predefined categories, conceptual 
and operational definitions were developed. 
Subcategories were defined (conceptually and 
operationally) to further differentiate responses 
within categories and to classify instances of the 
similar processes or operations. Definitions for 
each subcategory were sufficiently broad to 
enable distinctions among different instances yet 
provide a coherent framework to illustrate a 
range of examples. Definitions and subcategories 
reflected not only instances of the process but an 
indication of its sophistication. The coding 
scheme for classifying subcategories and defini- 
tions is listed in Table 2. 

Initial subcategories were further refined, 
discarded, and defined. Consistent with a 
grounded theory approach (Strauss & Corbin, 
1990), similarities within and across partici- 
pants were identified, and new codes or sub- 
categories were established. The data were 
refined during several iterations over a three- 
month period. Classifications of equivocal or 
ambiguous data were negotiated between 
researchers, until a representative subcategory 
and/or code was agreed upon. 

Category 1: Processing of Information 
and Events 

Conceptual definition. Mayer (1989, p. 46) defined a 
learning process as " . . .  the way in which students 
encode to-be-learned information." Learners per- 
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Table 2 [ ]  Coding Scheme 

Sub-Category Definitions Code 

Category 1: Processing 
Perception 

Organization 

Integration 

selection of relevant conceptual information 
recognition/labeling of system events 
recognition of observed effects of actions 
selection of relevant vs. irrelevant information 
drawing conclusions about observations 
infer internal connections among concepts 
makes inferences about observations 
elaborates and/or confirms expectations 
draws generalized conclusions 
relate connections to prior knowledge 
relates personal experiences with roller coasters 
elaborates observations using personal experiences 
draws general conclusions 

P 
PLAB 
PACT 
PREL 
PCON 
O 
OINF 
OEXP 
OGEN 
I 
IROL 
IEXP 
IGEN 

Category 2: Intentions 
Unsystematic 

explorations for 
information 

Goal-based 
intentions 

Means-based 
intentions 

trial and error/browsing 

intention to meet a goal 
attaining/setting goals 
information gathering 
intention to extend boundaries of understanding 

U 

G 
GSET 
GINFO 
M 

Category 3: Use of System Features 
General awareness acknowledge existence of feature 

of features 
Awareness of how 

to use system 
features to meet 
identified goal 

Awareness of how 
to use features 
to build, test, 
or evolve theory 

uses features to meet identified goal 

reflects upon hypothetical problems to test theories 

A 

AG 

ATEST 

ceive or select relevant conceptual information, 
organize the information around i n t ~ t i o n s  or 
explanations (infer i n~na l  connections among con- 
cepts), and integrate information with existing 
prior knowledge (transfer external connections) 
(adapted from Mayer, 1984; 1989). 

Operational definition. Processing responses were 
identified if they represented reactions to infor- 
mation or feedback provided by the system. Pro- 
cessing was most readily identifiable in instances 
following the consequences o f  an event, such as 
affective or interpretive reactions to the coaster 

crashing; analysis of numerical data; answers to 
questions; annotation of conceptual information; 
and evaluation of expectancies/understanding of 
information. Specific levels of processing were 
defined for subcategories of perception, organiza- 
lion, and integration. Table 3 illus~ates definitions 
and examples for processing. 

Category 2: Intentions for Action 

Conceptual definition. Intentions represent rea- 
sons for action and can mediate a learner 's  
actions and the processing of information result- 



56 ErR&D, Vol 45, No. 2 

Table 3 [ ]  Definitions and Examples of Processing 

Sub-Category Definition Example 

Perception 
Reporting what was 

observed, heard, or 
otherwise recognized 
as related to task 
at hand, but not 
involving inter- 
pretation or inference 

Organization 
Inferencing that is 

expressed as either 
expectations, inter- 
pretations, or 
confirmation of 
system feedback 
but not referenced 
to prior knowledge 

Integration 
Connecting actions, 

concepts, or system 
events to prior 
knowledge or 
relevant personal 
experiences, which 
were used to 
interpret, evaluate, 
or supplement 
conceptual 
understanding 

• recognition or reporting of system events 
• reporting of learner actions 

• reporting or restating what was heard 
or seen 

• reporting of visual cues 
• reporting of visual cues associated with 

success/failure 

• simple cause-effect interpretations without • 
reference to the reasons for their association 

• cause-effect interpretations that were • 
elaborated with intuitive understanding 
or data-driven observations 

• theoretical or generalized conclusions about • 
relationships among variables 

• relating statements, observations, 
or events to prior knowledge 

• using prior knowledge or experiences to 
explain events 

• elaborating a statement or observation 
with related prior knowledge 

• "the coaster crashed." 
• "I set hill 1 at its highest, 

hill 2 at its lowest, and 
hill 3 on its lowest." 

• "this [hill] is 18.4 meters and 
this one is 15.2 meters 

• "it's going slow" 
• "It crashed with a 25- 

horsepower motor" 

"The horsepower is too 
much."  
"That wasn't enough people 
[mass] I guess. You've got to 
have a lot of weight on there 
with that much power, or it's 
going to go off around the 
curve---even with a wider curve." 

"The more mass you 
have, the slower it will go." 

• "I was thinking about how the 
[crash test] dummies hit a wall 
• . . and get pushed forward." 

• "They maintain the same 
speed because the computer 
won't  let them go over it.' 

• "I was thinking about when 
you go faster [in a carl, it wilt 
push you back in your seat, 
and when you come to a stop 
sign, you go f o r w a r d . . ,  and 
go from side to side on curves 
if they are pretty sharp." 

ing from them. Three predefined levels of inten- 

tion, based primarily on Karmiloff-Smith and 

Inhelder 's  (1975) identification of goals and 

means,  dis "~guished  h o w  learners used informa- 

tion to regulate future actions: unsystematic, goal- 

based, and means-based.  In unsystematic 

explorations, learners browsed the system with 

no  apparent  intention either to meet  a goal or to 

unders tand  a relationship. With goal-based inten- 

tions, learners interpreted results of actions in 

terms of success or  failure in meeting a specific 

goal. Means-based approaches focused on taking 

action to discover w h y  an event  occurs or  what  

could happen  if limits were  extended. The search 

for means  implies a goal to confirm or refute a 

theory. 

Operational definition• Table 4 i l lustrates defini-  

t ions and  examples  for in tent ions .  Goals  and  

m e a n s  w e r e  de f i ned  opera t iona l ly  as reasons  

for actions a t t endan t  to the  p rocess ing  of sys- 

t em events .  In m o s t  instances,  in ten t ions  fol- 

l o w e d  a s tated goal,  in terpre ta t ion ,  or  

expectancy.  In ten t ions  w e r e  mos t  readi ly  iden-  

tifiable in ins tances  in wh ich  learners  m a d e  

s ta tements  about  w h a t  t hey  w a n t e d  to man ip -  

ulate ,  f ind out,  or  explore.  

Category 3: Use of System Features 

Conceptual definition. Pea (1993, p. 51) u sed  the  

t e rm affordances to descr ibe bo th  the  "pe r ce ived  
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Table 4 [ ]  Definitions and Examples of Intentions 

Sub-Category Definition Example 

Unsystematic Explorations 

Accessing non- 
specified information 
that  might be useful 

Goal-Based Intentions 

Using system tools 
and/or resources 
strategically to 
achieve a goal 

Means-Based Intentions 

Exploring the 
boundaries  of 
successful or 
unsuccessful 
actions. 

• trial and error or browsing to explore 
system features and functions 

• planned use of system manipulation tools 
to design a successful roller coaster 

• strategic use of an information resource 
to achieve a goal 

• emphasis on reasons why a coaster 
succeeded or failed; sparked by an  
unanticipated failure 

• focus on exploring alternative solutions 
and reasons for action 

• "I 'm going to see what  
happens  when  I try this"; "I 
was just  looking [in the 
videopedia] to see if anything 
would 'click'." 

• "It kept crashing on  the large 
curve, so I changed it to 
medium";  "I 'm decreasing the 
horsepower to slow it down."  

• "I 'm going to get out  of here 
[coaster challenge site]. I 'm 
going to review friction in 
the videopedia ' ;  "I want  
to find out  what  [the 
online expert] meant  about  
banking speed." 

• "[If there were] no people on 
it, it wouldn ' t  [crash]." 

• "The curve is too small, but  I 
want  to see if it can make it 
[regardless] if I lower the hills 
and the horsepower."  

Table 5 [ ]  Definitions and Examples for Use of System Features 

Sub-Category Definition Example 

General awareness of the existence of a given feature 
Awareness of • employs a feature while using system 

features, either 
through • acknowledges awareness of features 
exploration, use, not  used 
acknowledgment,  
or training 

General awareness of how to use a feature to achieve a desired goal 
Use of features • uses system tool to help meet an 

to help meet  identified goal 
an identified goal 

• uses system resource to help meet an 
identified goal 

Awareness of how to use features to derive goals or problems 
Constructing and  • reflect upon hypothetical problems and 

testing counter- use the system to build, challenge, or 
examples in order test theories 
to evaluate and test 
a theory 

• participant uses videopedia to 
look up definition of velocity 

• "Yeah, I knew those [data 
points] were there. I just 
didn ' t  think I needed them."  

• "I want  to make the first hill 
higher to get more 
acceleration" [and change 
the hill height accordingly] 

• "I want  to find out more about 
acceleration" [followed by 
referencing the videopedia 
for its definition] 

"It would be better  to have 
more people because you 
would have more speed. But 
then, again, let's l o o k . . .  
Have the lowest [mass of] 
people and the lowest motor 
[power], does it act the same 
way?" 
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and actual properties" of a tool or resource that 
determine how it can be used. Thus, system 
affordances are determined by two elements: 
the actual properties of a system feature and 
perceived properties the learner believes will 
support  him or her. Feature use was distin- 
guished by how learners manipulated the 
affordances and functions of the system. It 
represented a choice for action, that is, how 
system features were used to act on individual 
intentions. 

Operational definition. Table 5 illustrates the 
definitions and examples for use of system fea- 
tures, which was defined operationally as how 
learners used the system to meet a goal or 
intention. Feature use was most readily iden- 
tifiable in instances in which learners stated 
their intentions and their plans to use the sys- 
tem to help them. Three subcategories were 
developed: awareness of the existence and 
functions of a feature; awareness of how to use 
a feature to achieve a desired goal; and aware- 
ness of how to use a feature to derive goals or 
problems. 

Patterns of Understanding Analysis 

Individual transcript responses were selected 
as the basic unit of analysis because they 
revealed how learners invoked processing, 
intentions, and actions to build theories; that 
is, they represented the smallest piece of data 
that could be interpreted in the absence of 
additional information (Lincoln & Guba, 1985). 
In order to derive an overall pattern, analysis 
within and across these units was conducted. 
This analysis equated the categories of pro- 
cesses, intentions, and feature use with Land 
and Hannafin 's  (1996) conceptual framework, 
which was the basis both for analyzing how 
the coded categories interacted and for organ- 
izing general patterns of understanding. 

During this analysis, sets of conceptually- 
related responses were examined to determine 
their influence on understanding. For 
instance, if learners responded at the organiza- 
tion level that "the coaster crashed because the 
horsepower is too high," the events both pre- 

ceding and following the response were exam- 
ined to determine: (a) how learners derived this 
interpretation; (b) if they used system resources 
to subsequently test its validity (e.g., by lower- 
ing the horsepower during the next interac- 
tion); (c) if they evolved their interpretation 
based on new data (e.g., "when I lowered the 
horsepower, it still crashed. The curve must  be 
too small"); and (d) if they continued to evolve 
this interpretation during later interactions 
(e.g., "the coaster will crash if the curve is too 
small and the hills are set too high"); or contin- 
ued to return to the original theory during later 
interactions (e.g., "it crashed because the 
horsepower is set too high"). 

This approach is similar to learning paths 
charts which have been used to represent 
knowledge and strategies observed or inferred 
from learner-system interactions. Topics are 
organized sequentially, indicating how " . . .  
later strategies and knowledge are built upon  
earlier ones, but not necessarily in a strictly lin- 
ear sequence" (Edwards, 1995, p. 88). This 
analysis was further supported by the use of 
an event history matrix that identified trends 
within and across categories for a given prob- 
lem (Miles & Huberman, 1984). The event his- 
tory matrix classified and linked system 
events, responses to events, assumptions or 
rules about responses, resultant intentions, 
and subsequent actions. The matrix categories 
corresponded to the components  of the con- 
ceptual framework, and learner assumptions 
and theories were also represente d . The matrix 
illustrated how actions, processing of informa- 
tion resulting from actions, and decisions for 
future action influenced strategies and under- 
standing over a series of trials. The event his- 
tory matrix focused primarily on activities at 
the coaster site, where learners manipulated 
variables and ran simulations. A sample event 
history matrix is shown in Table 6. 

Understanding was determined using 
explicit statements as well as inferences. At the 
most  direct level, understanding was identi- 
fied as a result of a theory vocalized while 
using the system (e.g., "The heavier the 
object, the faster it falls"). On  other occasions, 
no formal theory or explanation for an event 
was stated, but the existence of such a theory 
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Table 6 [ ]  Sample Event History Matrix 

Event Consequence Assumption Intention Action 

Crash (1-36) Reason: More weight Increase mass. 
force/power needed if more 

force. 
Crash (1-38) Reason: Need more weight Increase mass. 

force/power with more force. 
Large curve helps, 
but not enough. 

Crash (1-40) New reason: Decrease engine to Decrease engine. 
horsepower make it go slower. 

Crash (1-42) Adds to new Decrease engine to Decrease engine and 
reason (adds make it go slower, increase mass to 6000 
mass to Increase mass to (make it stay on 
horsepower), increase force, tracks). 

Crash (1-44) Adds data to Decrease engine Decrease force 
new reason even with no (make it work). 
(same as new people--not a lot 
reason), of force. 

Crash (1-46) New reason: Hills add more force; Make it work--- 
hills. Fits in hills force greater decrease hills, 
new reason than mass force, decrease force 
with previous. Decrease hills, 

decrease force. 
Crash (1-50) No reason. Decrease hills, Take action-- 

decrease force, make it work. 

Success (1-52) Reports speed With the first hill Make it go faster. 
(too slow); steep, it went 
recalls previous faster. (data-driven) 
(1st hill steep) 

Increase mass. 

Increase mass 
to 6000. 

Decrease horse- 
power to 50. 
Decrease 
horsepower; 
increase mass 
to 6000. 
Decrease mass. 

Decrease middle 
hill to low. 

Decrease all hills, 
low, low, low 
Increase middle 
hill; increase last 
hill 

was established dur ing  the interview (e.g., 

Question: "Why did you increase the mass in 
this situation?" Response: "I was trying to 

make the coaster go faster.") An under lying 
theory was inferred (i.e., heavier objects fall 
faster) based on learners'  actions, reasons for 

action, and posthoc interpretations. 

Overall patterns of unders tanding were 
inferred by examining responses and connect- 
ing them across underlying and/or stated 
beliefs, processes, intentions,  and  actions. 

Implicit theories were identified from an anal- 
ysis of observations and verbalizations when  a 
formal theory was not explicitly stated: "It 

crashed . . . I 'm going to decrease the horse- 
p o w e r . . .  It still c r a s h e d . . .  Maybe it was the 

mass . . . I 'm going to decrease the mass." 

Interpretat ions were made based on connec- 
t ions across an underlying theory (the coaster 

will slow down  if the external force is 
decreased); processing (perceiving the crash 

and offering an interpretation); intentions (try- 
ing to make the coaster function successfully 
by decreasing horsepower); and  actions 
(decreasing the horsepower). These events 
triggered subsequent  interactions, bui lding 
upon what had been discovered. A new inter- 
pretation about the influence of mass was 
inferred because of the limited applicability of 
the previous theory about the influence of 
horsepower. Using this approach (guided by 
the event  history matrix), learner theories 
could be identified and analyzed for develop- 
ment  over time. 

RESULTS AND DISCUSSION 

Approaches of Participants 

Rene. Rene's approach focused on discovering 
how to make the coaster run  successfully. 
Most of her interactions took place at the 
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coaster site and the coaster challenge; she sel- 
dom used other system resources. Overall, her 
experience with the system was driven by 
goals to " . . .  see what happens" and " . . .  find 
a successful track." Once she designed a suc- 
cessful track, she attempted to " . . .  try all the 
weights with all the horsepowers to see which 
one would work better." Accordingly, while 
many of her interactions were systematic, they 
focused on validating the success of the 
coaster. 

Rene maintained this focus despite feed- 
back that was surprising or dissonant. She sys- 
tematically verified success but did not offer 
explanations for, or try to reconcile, discrepan- 
cies. She focused on her goal, often to the 
exclusion of pursuing new problems. For 
instance, she noted, "On the hill part, it's so 
shaky, [so] I think I should change it, after I 
finish doing what I'm doing right now." 
Rather than responding to perceived data and 
interpreting it, she single-mindedly pursued 
her goal of verifying success. 

Rene's responses to system feedback were 
characterized by irrelevant judgments and 
observations. For instance, she frequently 
responded with value judgments: "I liked that 
o n e . . .  That was my favorite one" and "I was 
most comfortable with the mass on 4000." She 
often used inaccurate information as the basis 
for interpretations: "The little places that peo- 
ple sit in were shaking a lot. It looked like it 
was having a hard time moving on the track." 
Accordingly, her interpretations were often 
based on observations that were neither tested 
nor, in some cases, testable. 

Jason. Jason used many aspects of the system 
but focused mainly on manipulating the 
coaster site. Jason's goal was not only to make 
the coaster run successfully but to " . . .  get it 
as fast as possible without it going off the 
track." Accordingly, he used the manipulation 
tools to " . . .  push [the coaster] to its limits." 
The result of this approach was to extend 
understanding beyond identifying actions that 
lead to success. Jason quickly generated rules 
about the variables affecting the speed of the 
coaster: "I [wanted to] see how fast I [could] 
get it going. And then if it didn't make it, I 'd 

just change . . . the energy loading." As a 
result of his goal to increase speed, he accessed 
and tested his beliefs about variables affecting 
speed. 

Jason readily took risks, made mistakes, 
and tackled difficult problems: "I felt like I 
could [solve the problem], but I still didn't 
know all about it and had a little bit of trouble 
with it." Accordingly, he encountered data 
from which he derived new problems and 
insights: "I knew I could do it and all, but I 
was just trying to see how fast I could get it. I 
knew it would probably go off and all, but I 
just wanted to try it. Just to see if it would or 
not." 

Jason's approach promoted explanation- 
building. Since he often encountered coaster 
crashes and data that conflicted with his expec- 
tations, he frequently provided and revised 
explanations for events. Furthermore, his goal 
of increasing speed appeared to divert atten- 
tion from simply making the coaster function 
to determining why it functioned: "I had to 
think why isn't it w o r k i n g . . .  I tried to figure 
out how can I get t h i s . . ,  to work." Accord- 
ingly, Jason provided a number of explana- 
tions and built upon them through his 
experience. He often, however, supported his 
interpretations with inaccurate perceptions of 
speed. 

Rick. Rick's approach focused on addressing 
the guidance questions supplied by the sys- 
tem. Initially, his interactions at the coaster site 
were minimal; instead, he used other system 
resources to gather background information. 
Most of his responses involved reporting 
rather than interpreting events, actions, and 
resulting data. Eventually, he accessed the 
question file, which provided a list of concep- 
tually-based probe queries which he used to 
guide his exPloration. 

Initially, Rick used the coaster site to locate 
specific information to answer the system-pro- 
vided questions. He remarked, "I wanted to 
go there to find out the answer to my question 
on how the motor size affects the roller 
coaster, and I left there because I felt like I 
knew the answer to it." Eventually, Rick began 
using system feedback to guide his own inten- 
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tions and actions at the coaster site. For 
instance, while experimenting, he encoun- 
tered an unanticipated coaster crash. He then 
provided an explanation for the event ("I must 
have done something to the horsepower") and 
took action to test his observation and solve 
the problem. Eventually, he generated and 
tested his own explanations of events. 

Mary. Mary's approach focused on collecting 
information for future use. She primarily used 
information resources--the consultants, 
videopedia, and Radio Quiz Show. She charac- 
terized her initial approach: "I went in and 
talked to my consultants and watched the first 
video, figuring they'd tell me information that 
I 'd want to know. Then I could go look at the 
questions, and I'd know the answers." Mary's 
actions were indicative of a "bottom-up" 
approach (i.e., looking for instruction and 
information prior to building her coaster), 
which was apparently motivated by the goal to 
acquire information independent of a specific 
problem or context. 

Mary used system resources extensively to 
gather information about how to build her 
roller coaster. She relied heavily on external 
guidance to initiate actions and provide 
answers. For instance, she often returned to 
the workbook because she " . . .  couldn't find 
anything else to do." Furthermore, she 
expressed a need for direct information: "I 
thought that they'd tell me something like, 'on 
the large curve, you're supposed to go this 
fast, and on the small curve, you're supposed 
to go this fast. If you go above it, it's bad for 
you.'  But it didn't." Mary's success or failure 
was contingent upon the system's capacity to 
provide the specific information or answers 
she sought. She often became frustrated, since 
the system did not provide needed informa- 
tion. 

Mary responded to system feedback with 
personal, and often abstract explanations. 
Most of her explanations were derived from 
prior experiences or beliefs. For instance, she 
often referred to the coaster's "computer" and 
"brakes," although they were not represented 
in any way in ErgoMotion. She used beliefs 
rooted in prior experience to explain events 

that could not be tested or verified in the sys- 
tem. Consequently, Mary experienced diffi- 
culty because she failed to test or elaborate 
ideas that could be represented operationally in 
the system. 

Patterns of Understanding. 

The patterns provide an overall representation 
of how participants used system resources, 
interpreted system concepts and events, and 
decided how to solve problems according to 
Land and Hannafin's (1996) model. All 
participants' interactions were analyzed and 
synthesized to generate the patterns; represen- 
tative exchanges are described for each pat- 
tern. 

Pattern 1: Perceptions of system events and 
effects of actions. 

All learners perceived information and recog- 
nized the effects of their actions on system 
events. For instance, Rick perceived visually 
that variations in mass and horsepower influ- 
enced the time needed for the coaster to reach 
the top of the first hill: 

I thought that the more mass that was in there [with 
a 50- versus a 25-horsepower engine], it took it a 
while to get up there. So I'm now going to change 
the horsepower to 100. 

In this case, he perceived information deemed 
relevant (i.e., changed the horsepower) and 
derived conclusions regarding its effect on the 
coaster. 

Figure 1 details the basic model used to 
interpret participant's interactions. Figure 5a- 
5c illustrates how the model is used to inter- 
pret a series of interactions for one participant, 
Jason. As shown in Figure 5a and 5b, Jason 
perceived correctly that the coaster had 
crashed, providing the basis for further consid- 
eration. However, learners also voiced errone- 
ous conclusions based upon misperceptions of 
the video simulations. They occasionally con- 
founded their visual perceptions with inaccu- 
rate personal judgments, that is, they 
described the behavior of the coaster in inaccu- 
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Figure 5 [ ]  Example of the conceptua l  framework for mapp ing Jason's patterns of 
understanding with OELEs, 
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rate ways based on misperceived visual cues. 
For instance, Rene stated, "It's gaining speed 
at the very end." Similarly, after setting the 
curve to large, Mary mistakenly concluded, 
"They always put a curve at the end. Is that to 
help slow it down? So that means curves slow 
them down." Learners relied heavily on the 
video feedback generated by the simulation for 
information about speed, video segments that 
only approximated real-time representations. 
Individual conclusions (i.e., the coaster 
crashed), consequently, were confounded by 
faulty observations (i.e., it went further). In 
this instance, perceptions resulted in errone- 
ous assumptions about the effect of horse- 
power on the speed of the coaster (i.e., it went 
further after lowering the horsepower; there- 
fore, horsepower must affect speed). 

Pattern 2: Identifying what "works." 

This pattern was typical during initial interac- 
tions with the system. Learners relied heavily 
on perceiving actions believed to be associated 

with goal attainment (e.g., stop the coaster 
from crashing). This phase was highly experi- 
mental, as learners manipulated variables and 
set goals in order to "see what happens." 
Through the process of setting and testing 
goals (e.g., "I 'm going to make it go faster"), 
learners collected data on actions associated 
with success. Learners perceived conditions 
related to success and formed intentions to rep- 
licate them. Consistent with Karmiloff-Smith 
and Inhelder's (1975) findings, learners ini- 
tially attempted to catalogue successful actions 
until a repertoire of successful actions was 
established. To illustrate, once Rene identified 
a configuration that worked (i.e., it did not 
crash), she began to systematically test various 
horsepower and mass levels to see which 
would run successfully. She explained during 
the interview, "I was trying to figure out 
which ones [would and] would not work." 
This strategy helped learners to identify key 
variables needed to generate subsequent 
explanations. Consequently, understanding 
evolved by progressing from perception of vari- 
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ables related to success, to intentions to repeat 
the successful actions, to actions that confirm or 
refute the initial success. 

During this study, typical action sequences 
involved deciding how to set parameters (e.g., 
"set all of the hills large, the horsepower to 
high, and the curve small") in order to test the 
effects. If the coaster crashed, learners would 
typically respond that they needed to "slow it 
down" or "make the curve wider." They 
would then report the consequences of their 
actions after observing the simulation results 
(e.g., "it went further this time" or "it crashed 
again"). Once learners confirmed actions that 
led to success, they tended to repeat them. For 
instance, they found that the coaster was most 
likely to crash on small curves. Once they per- 
ceived this, they adjusted the curve setting to 
medium or large to avoid further crashes. Dur- 
ing this phase, learners did not provide expla- 
nations for events (e.g., why the coaster 
crashed on the small curve); rather, they built 
upon and refined system experiences to guide 
subsequent interpretations. 

Pattern 3: Constructing personal 
interpretations of observed events. 

Learners generated predictions regarding 
future success after identifying successful sys- 
tem rules and interpretations. According to 
Hawkins and Pea (1987), individuals assign 
meaning to isolated events in order to estab- 
lish predictive control. In this study, all learn- 
ers at tempted to assign meaning to system 
events by generating interpretations, expecta- 
tions, or evaluations based on system feed- 
back. They organized their observations to 
establish simple cause-effect relationships and 
expectancies. For instance, they learned 
quickly that, when the coaster moved rapidly 
during the simulation, it was likely to crash. 
Statements of Rene's expectancy such as "It's 
going to fall off," "I didn't think it would make 
it," and "I knew it would go over" established 
or confirmed rudimentary expectations about 
the events under study. 

Once successful actions were catalogued, 
learners offered individual interpretations to 
explain regularities in, or deviations from, pre- 

viously observed events. For example, they typ- 
ically hypothesized why the coaster crashed 
on the small curve, and they took action to test 
it (change the curve to medium or large). After  
changing the curve size from small to medium 
following a coaster crash, Rick noted, "I think 
that 50-horsepower [engine] is too much for 
that small curve. Maybe a medium curve 
would work." They progressed from perception 
to interpretation as they recognized and tested 
variables associated with their observations. 

Pattern 4: Consolidating and generalizing a 
theory. 

As learners progressed, interpretations and 
rules became consolidated and refined. In 
unexpected circumstances (e.g., learners antic- 
ipated the coaster to be successful and it 
crashed, or vice versa), previous theories or 
rules were incomplete, inadequate, or insuffi- 
cient. Consequently, learners tended to gener- 
ate new theories to explain the event. 

Eventually, participants provided an expla- 
nation or cause for a system event (e.g., " . . .  
it was probably too much horsepower going 
u p . . . ' ) .  Research has indicated that learners 
often explain scientific events with intuitive or 
informal theories that often conflict with 
canonical views (Carey, 1986; Driver & 
Scanlon, 1988; Twigger et al., 1991; Vosniadou 
& Brewer, 1987). With force and motion, intu- 
itive theories typically reflect an "impetus the- 
ory" of mechanics--a misconceived belief, 
largely based in prior experience, that an 
object accelerates as a result of a stronger 
external force acting upon it (Hawkins & Pea, 
1987; Piaget, 1970; Twigger et al., 199!). 

Likewise, in the present study, simple 
cause-effect interpretations were usually based 
on intuitive ideas. Learners often expected the 
coaster to negotiate large curves successfully 
because they had previously observed it crash- 
ing only on small curves. When it crashed on 
large curves, their rule-based theory ("the 
coaster crashes only on small curves") was 
insufficient to explain the contradictory evi- 
dence. Consequently, they perceived and gen- 
eralized another theory ("The horsepower is 
too high") to explain it. The horsepower the- 
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ory provided a powerful intuitive interpretation 
for events not anticipated based on prior sys- 
tem experience. Figure 5a illustrates that Jason 
believed that the coaster crashed because of 
excessive horsepower ("I think the engine's too 
[powerful]"). As shown in Figure 5b, he then 
acted to test this interpretation by reducing the 
horsepower. Learners offered explanations for 
events, which guided subsequent actions, but 
did not overtly reference their previous obser- 
vations to support their interpretation. 

Once interpretations were generated, learn- 
ers at tempted to isolate causes. Initial cause- 
effect relationships focused on deriving 
specific rules to predict specific events. These 
rules were strengthened or weakened depend- 
ing on whether  they reliably predicted success 
or failure. Holland, Holyoak, Nisbett, and 
Thargard (1986) suggested that rules are 
organized according to a default hierarchy of 
specificity and predictability. In such 
instances, learners prefer specific rules that 
confidently predict a specific situation. When 
these rules do not apply, however, another 
more general rule is invoked which competes 
with previous rules. In this study, Rene based 
her prediction on previous observations that 
the coaster would not ascend the third hill. 
When  the coaster ascended the hill, she 
invoked a new theory to explain the event: 
"The horsepower  and mass must have 
changed."  In this instance, she generated a 
default theory that was based in prior experi- 
ence and naive conceptions of force and 
motion. The horsepower interpretation was 
consistently used by all learners to account for 
changes in power or speed. This pattern is 
consistent with research on impetus theories 
about force and mot ion-- the  belief that objects 
are set in motion by the impetus of an external 
force (Carey, 1986). When expectations or 
beliefs were not supported by new evidence, 
dissonance resulted and learners generated 
intuitive interpretations. They then tested their 
theories by manipulating variables believed to 
influence the observed effects. In this study, 
powerful interpretive theories were tendered, 
based on intuitive conceptions, to explain 
events to which previously derived rules did 
not generalize. 

Pattern 5: Integrating observations or 
conclusions with related personal 
experiences. 

Comparatively, learners showed little evidence 
that they integrated system events. When inte- 
gration was apparent, learners tended to 
explain using previous experiences riding 
roller coasters. For instance, in response to 
information at the Radio Quiz Show about 
where on the coaster gravity is the greatest, 
Mary responded: 

Oh! I knew it! I knew because you feel flattened 
when you're starting at the bottom and you're start- 
ing to go up, but you feel like you're going to go up 
[italics added] when you're at the top and you're 
starting to go down. It helps to ride roller coasters 
before you do the program. 

When returning to this question in a later ses- 
sion, she added the concept of g-force to her 
experiences: "Oh, Yeah! When you go down,  
and you're  starting to go up those little hills, 
and you go 'squoosh! '  by g-forces, and then 
when you go to the top of the hill, [you feel] 
l i g h t . . . "  

In response to acceleration information pro- 
vided by an on-line consultant, Rick remarked: 
" . . .  like when  you hit a wall [in a car] real 
fast, the car just backs up and stops 
immediately. Then, when you ' re  going too fast 
• . • and you slam on the brakes, you might 
keep skidding or keep [moving forward]." In 
this instance, he linked the system concept to 
prior knowledge about car accidents. 

On occasion, however,  prior experiences 
were inconsistent with system experiences. 
For instance, the solution to one of the coaster 
challenge problems was to design three hills so 
that the coaster would roll backwards down 
hill 3, roll backwards over hill 2, and come to a 
rest in the first valley• Mary initially wanted to 
attempt this but remarked: 

Oh yeah, It's got brakes, it can't roll backwards 
. . . They told us that because there was this one 
lady who was freaking out before we went on a ride. 
And they said, "it's got automatic brakes along the 
edges, and if it stops, it will clamp and you'll hang." 

Mary continued to make references to brakes 
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and  clamps when  addressing issues of slowing 
down and stopping. Prior knowledge, in this 
case, appeared to hamper interpretations and 
future actions because of inconsistencies 
between personal experience and the affordan- 
ces of the environment .  

Rene, who rarely integrated, formed an 
analogy and generated a rule about why the 
coaster crashed on the small curve: "I related it 
to a car. And  if you are going around a real 
sharp curve, you have to slow down to get 
around it. And  if it's a large curve . . . .  you can 
keep g o i n g . . . "  In this instance, Rene created 
an analogy by referencing prior knowledge to 
support  a conclusion about why the coaster 
crashed. Such explanations were linked to prior 
knowledge but  were often applied inaccurately. 
For instance, learners occasionally attempted to 
decrease coaster speed around a small curve by 
reducing horsepower, associating this action to 
the application of brakes to navigate a curve. 
The result was a powerful generalization that 
was not readily transferable• 

Pattern 6: Expanding theory boundaries. 

The limits of theories expanded as learners 
progressed from focusing on goals to exploring 
means for reaching goals. Initially, as evident 
in Jason's efforts (see Figure 5b), learners 
at tempted to achieve a goal (usually making 
the coaster run  successfully). Learners per- 
ceived those actions associated with success 
and  repeated them. Their goal was to confirm 
that something worked, rather than to develop 
and test the limits of the theory. 

Learners also perceived data that could be 
interpreted in ways that were consistent with 
prior experiences. For instance, a learner 
might initially derive a powerful rule that con- 
fidently predicts that a coaster which has 
crashed on the small curve will run  success- 
fully if the curve is widened. Rather than sim- 
ply taking action to stop the coaster from 
crashing and  confirm a known  relationship, 
(i.e., increasing the curve size to achieve suc- 
cess), learners might instead decrease the hill 
sizes. In such instances, learners appear to 
change their intention in an effort to expand the 
boundar ies  of their theories or rules. They 

generate or collect new data to either 
s t rengthen the know n  rule (i.e., the coaster 
cont inued to crash unti l  the curve was 
changed to medium) or s t rengthen a new rule 
(i.e., the coaster did not  crash on the small 
curve with small hills) (Holland et al., 1986). 

Means-based intentions were evident  w h e n  
learners explored the limits and boundaries  of 
actions ra ther  than focusing on what  was 
known  t o  solve a problem• In the following 
example, Rick explored to expand his reper- 
toire of success/failure experiences: 

Put the mass at 6000, horsepower on 2 5 . . .  I'm try- 
ing to see if it could still make it over the hills with a 
bunch of mass and a low horsepower. But I want to 
make the hills low, and I'll keep experimenting 
higher with the hills. I'm going to put the curve 
small 'cause . . . I have a low horsepower, and I 
think it could make it around it. 

A new intent ion was formed to explore the 
limits and boundaries  of a theory. The shift 
from goals to means was most apparent  in his 
decision to select a small curve, even though 
past experiences indicated that this action 
would cause the coaster to crash. Instead, his 
intent ion changed from simply making the 
coaster run  to exploring how particular vari- 
ables affected success or failure. 

Jason also expanded his boundaries .  For 
instance, following one successful run,  he con- 
t inued to explore alternative solutions: 

[makes curve small and runs simulation] I think it's 
going to go off the track. [crashes]. Well, yeah, with 
that sharp of a curve, and it had that much speed 
going . . . I'm going to make [the] hills smaller, so 
maybe even with the sharper curve, it will stay on 
the tracks. [coaster makes it] I kinda figured that one 
[would work], ' cause . . .  the first hill was n o t . . ,  so 
steep . . . [changes mass to 6000]. I'm pretty sure 
this one will stay on. With that many people on 
there, it will . . . make it slower and all. Yeah, and 
• . . maybe also because [the first hill] wasn't very 
steep. 

During this interaction, he recognized that cur- 
vature was one factor that caused the coaster 
crash. However,  rather than changing the 
curve to ensure success, he changed the hill 
sizes to explore the coaster's limits. Jason's 
intent ions evolved from choosing the most 
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l ikely so lu t ion  to f inding a l ternat ive  solutions.  

Wi th  this pa t te rn ,  learners  pe rce ived  that  data  

cou ld  be  i n t e rp re t ed  according  to a p rev ious  

rule  theory ,  b u t  ins tead  took act ion to test  the  

b o u n d a r i e s  of their  beliefs. 

Pattern 7: Altering initial interpretations 
through assimilation. 

This  pa t t e rn  r ep resen t s  the  beg inn ing  of a 

p r imi t ive  t heo ry  or mode l  created f rom both 

sys t em-gene ra t ed  and  intui t ive theories  (Driver 

& Scanlon,  1988)• For instance, Mary  perceived 

that  mass  was  related to coaster  speed  (and 

the re fore  success). In response  to informat ion 

about  gravity,  mass,  and  acceleration p rov ided  

by  an  on- l ine  consul tan t  (e.g., "objects of differ- 

en t  mass  fall to Earth at the  same rate"), she 

p rov ided  the  fo l lowing analysis: 

Oh! . . . The more mass, the harder [an object] falls• 
But that's not right, because they just told you why 
it was wrong . . . .  In weightlessness, mass has no 
effect on falling speed . . . like when it goes fast 
enough down a hill, and it goes swing! It goes real 
fast . . . .  But when rising [draws illustration], mass 
matters. 

In this  ins tance ,  she  pe rce ived  a difference 

b e t w e e n  he r  initial theory  (mass impacts  

coaster  speed)  a n d  the  ev idence  p re sen t ed  by 

the  system• H o w e v e r ,  she reconci led her  belief 

by de r iv ing  a s i tuat ion in wh ich  he r  expecta-  

t ion was  val id  ("when rising, mass  matters")• In 

this case, Mary  used  in format ion  f rom the  sys- 

t e m  to al ter  he r  theory  ra ther  t han  reject ing it 

or  t es t ing  her  in te rpre ta t ion  us ing  sys tem 

resources .  Assimila t ion,  then,  is u sed  to qual-  

ify, or  es tabl ish except ions  to, confl ict ing data 

in o rde r  to p r e s e r v e  an  unde r ly ing  theory  

(Piaget,  1976). The  theory,  h o w e v e r ,  has  none-  

theless  b e e n  a l tered because  of its l imi ted pre- 

d ic t ive  value .  

Pe r sona l  theor ies  are of ten t enuous  and  

easi ly a b a n d o n e d  in favor  of  a l te rna t ive  theo-  

r ies  w h i c h  be t t e r  expla in  even t s  (Hol land et 

al.,  1986). W h e n  an expecta t ion was  not  con- 

f i r m e d  by  sys t em feedback,  learners  of ten 

c h a n g e d  or  a m e n d e d  in te rpre ta t ions  in order  

to m a k e  t h e m  cons is ten t  w i th  n e w  data. For 

ins tance ,  Rick inves t iga ted  the  impact  of 

eng ine  h o r s e p o w e r  and  curve  rad ius  on  accel- 

eration: 

I think the medium curve is pretty much suitable for 
all of the horsepowers. The large and small [curves], 
well, I don't know . . . .  If you put a 100-horsepower 
engine on a small curve, it's not going to work 
though. The 100-horsepower, for the small curve, is 
just too much for it to handle. [changes curve to 
small and runs simulation; coaster is successful]. I 
• . . I didn't think it would make it because of how 
high the horsepower was. But it may also depend on 
the mass. [increases mass to 6000 kg]. On 6000 kg, 
then I 'm almost certain [italics added] that it won't  
make it around the small curve. [coaster is success- 
ful]. Hmm. Well, I 'm not really sure what to say. I 
mean . . . I was almost positive that it wouldn't  
make it, but I don't  know how it did . . . .  

Rick was  clearly surpr i sed  by the  resul ts  of the 

s imula t ions  a n d  immed ia t e ly  of fered  al terna-  

tive explanat ions  for w h y  the h o r s e p o w e r  d id  

no t  appear  to impac t  the success of the  coaster.  

The  resul t  was  to a d d  to his h o r s e p o w e r  the-  

ory the inf luence  of mass  and  curve  size. H o w -  

ever ,  w h e n  he  cou ld  no l onge r  expla in  the  

inconsis tencies ,  he  a b a n d o n e d  his series of 

inves t iga t ions  and  reset  the  coaster  to its 

defaul t  set t ings.  In a similar  ins tance,  Jason ' s  

c o m m e n t s  and  act ions were  sparked  by  incon-  

s is tencies  b e t w e e n  obse rved  data  a n d  expec-  

tancies: 

I 'm going to put more weight on there. So it's like a 
full cart, I guess. [runs simulation] It's going to go 
off that track. [crashes]. I guess you just can't have 
that much power on. I 'm going to put a smaller 
engine on there . . . .  So with a smaller engine, I 
think it will stay on the track. [crashes]. I think since 
it had so many people on it . . . .  it makes a lot of 
f o r c e . . ,  with all the weight . . . .  I 'm going to try it 
with less people . . . .  Maybe it will stay on. [crashes] 

• . . I guess . . . even with the smallest engine, all 
that weight on it, i s . . .  playing a big part in making 
it go off . . . .  With an engine with no people on it, 
I don't  think it would go off. Yeah, if it didn't have 
any people in the cart, it wouldn't  go off. I 'm going 
to try it with a little less people in it. [crashes] Now 
I k n o w . . ,  now I think it's l i k e . . .  I think it's the 
hills [italics added] now. Cause even with less peo- 
ple on t h e r e . . ,  with the real steep hills, it's getting 
too much speed• 

W h e n  expecta t ions  w e r e  no t  conf i rmed ,  Jason 

e i ther  c rea ted  n e w  expectancies ,  or  a m e n d e d  
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previous  ones,  in ways that  preserved his 
under ly ing  assumpt ions .  Even as perceived 
data  cont inued to conflict with his assump-  
tions, his beliefs about  the importance Of mass 
and  ho r sepower  were  not  al tered.  This was 
ev idenced  by  an interact ion that  took place 
shortly afterwards,  when  he tried to determine 
w h y  the coaster failed to ascend the third hill: 

It didn't even have enough power to make it up that 
real steep hill. So, I'll make [hill 1] s t eepe r . . .  ]goes 
to energy loading] Well let me try something. 
[changes horsepower from 25 to 50] I think it might 
have more power now, and then I can leave it like 
that and it might go over. ]coaster does not ascend 
hill 3 ] . . .  Will, I think I'll not make [hill 1] the steep- 
e s t . . ,  but make it a little bit steeper. 

Dur ing assimilat ion,  theories changed to 
become more consistent with current observa- 
tions. Previous theories were not  elaborated 
and did not  evolve; entirely new theories were 
tendered  even though they contradicted previ- 
ous  interpretat ions.  Powerful,  intuitive 
assumpt ions  media ted  both interpretat ions 
about  the consequences  of prior  actions and 
decisions about  future actions; they were not  
easily al tered.  It appears  that, dur ing this 
stage, learners do not address  or evaluate their 
theories.  Ins tead,  they  a t tempt  to explain 
observat ions  by abandon ing  current theories 
or p ropos ing  i ndependen t  theories to solve 
specific problems.  Their interpretat ions appear  
to be governed by incomplete  unders tandings  
and compet ing  theories,  which are strength- 
ened or weakened  depend ing  on their utility 
in predic t ing  specific circumstances (Holland 
et al., 1986). 

Pattern 8: Recognition of data as 
inconsistent with theory. 

For this pat tern,  mult iple theories are either 
s t reng thened  or weakened,  depend ing  on 
how data  are interpreted and evaluated.  
Learners continue to assimilate until  data are 
perceived as conflicting with a theory. Learn- 
ers may  in terpre t  observat ions consistently 
with a theory,  systematically test it, and evalu- 
ate whe the r  feedback confirms or refutes the 
theory.  Over  Lime, learners  perceive conflict- 

ing evidence, offer explanations for d iscrepant  
events ,  systematical ly test their interpreta-  
tions, and  evaluate the consistency of the the- 
ory using system feedback• 

In the present  s tudy,  learners offered theo- 
ries or reasons for the consequences  of an 
event,  held predic ted  variables constant ,  and  
intentionally tested them using sys tem manip-  
ulation tools. On occasion, learners would  
seek to intent ional ly test a theory  such as in 
Mary 's  case: "It would be bet ter  to have more  
people  because you would  have more speed.  
But then, again, let 's  look . . . .  Have the low- 
est  [mass of] people  and  the lowest  motor  
[power], does it act the same way? [runs simu- 
lation]. Still goes almost  as fast." In this 
instance, she a t tempted  to validate her  theory  
by systematically testing it. 

Overall, learners did not typically appear  to 
use system features to derive and test hypothet-  
ical problems or to derive counter examples to 
confirm or refute a theory. Jason, for instance, 
often used the system to test and  revise his 
hypotheses in order to solve a problem; he did 
not, however, derive a hypothetical problem in 
order to confirm or refute his hypotheses which 
was not predictive of success: 

[sets hills] I'm not sure if it will even make it over the 
hill. [coaster stops at top of hill 3 ] . .  • 'cause that first 
hill is like shorter than the third h i l l . . .  ]changes hill 
1 to medium; stops at top of hill 3} Still didn't make 
it. Add more horsepower to it [increases horsepower 
from 25 to 50]. Still [italics added] didn't make 
it . . . .  Change the weight on it ]reduces mass 
from 6000 to 4000 kg]. I think it will make it over 
now. ]stops at top of hill 3]. Yeeee . . . hope. 
]changes mass to 2000 kg.; still does not ascend hill 
3] . . • Well, if I change the horsepower, it might 
make it over the hill. ]changes horsepower to 100]. 
[stops at top of hill 3]. Still didn't do it. Change the 
• . • hills I guess. 

After he lowered hill 3, the coaster ran success- 
fully. However ,  despi te  evidence that  could be 
used to question the validi ty of his ho r sepower  
theory,  Jason did not  overtly employ  the sys- 
tem to confront his faulty assumpt ion.  That is, 
he did  not  test his belief using a counter  exam- 
ple to determine if horsepower  affected accel- 
erat ion (e.g.,  design a track and  hold all 
variables constant  except for ho r sepower  in 
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order  to test its influence). Interestingly, Jason 
successful ly answered  a quest ion dur ing  the 
Radio Quiz Show about whether  doubling the 
size of the  motor  was  necessary when  dou- 
bl ing the hill size. He was aware of the rela- 
t ionship be tween  horsepower  and acceleration 
at  an abstract  level, but  failed to recognize that 
the information was counter  to his operational  
theory about  horsepower .  

As theories  became consolidated and 
refined,  learners  typical ly s tated that the 
coaster  crashed because the horsepower  was 
set too high. They tested interpretat ions by 
holding other  variables constant  while decreas- 
ing the horsepower .  When  the coaster contin- 
ued  to crash, learners could have perceived 
that  the  theory  was not  predictive, and  could 
have evaluated the event  as being counter to 
their  theory.  Data from this s tudy,  however,  
indicated that  learners se ldom overtly evalu- 
a ted  the hor sepower  theory.  Instead,  they 
ei ther  ignored  the new data,  assimilated the 
data  into the existing theory, or created an 
i ndependen t  theory. Consequently,  they failed 
to recognize instances of counterexamples  and 
evolve their theories accordingly. 

Percept ion of d issonance  is necessary for 
"meta-conceptual  awareness"  (Vosniadou, 
1992), that  is, recognition that beliefs are lim- 
i ted.  A sophis t icated learner often perceives 
that  a theory might  be faulty, gradually recog- 
nizes instances of counter  examples,  and 
der ives  new problems to test theory 's  robust- 
ness systematical ly across diverse problems. 
The f indings of this and  other  studies (see for 
example ,  Karmiloff-Smith & Inhelder,  1975), 
however ,  indicate that young  learners do not 
spon taneous ly  test faulty theories,  a l though 
they may  gradual ly  recognize instances that 
are counter  to them. 

Most learners failed to use ErgoMotion to sys- 
tematically construct and test counter examples. 
Jason, however,  recognized counter examples 
that refuted his initial theory. This interaction fol- 
lowed a review of a video clip in which he 
stated, "Probably too much horsepower": 

See, I still don't think . . . .  Like then I must have 
thought that the horsepower had something to do 
with it, but I don't now. I mean [the horsepower 
doesn't] do [anything] but, go up [the first hill]. 

• . . Like if you have a 100-horsepower engine . . . 
it will just go up [the first hill] twice as fast than with 
a 50-horsepower. It'll just take less time. I don't 
think it has [anything] to do with the speed on it 
now . . . .  See then, I guess that I figured t h a t . . ,  it 
was the horsepower and all, but now . . . I don't. 
Just thinking about i t . . .  it ain't got nothing to do 
with it. 

Earlier in the interview, he expressed 
doubts  about  the horsepower  theory on two 
occasions. As shown in Figure 5c, Jason began 
to evaluate the l imitat ions of this theory. At  
the end of the interview, he explained w h y  he 
changed his conclusion about the horsepower• 

• . . 'Cause I was just thinking back to . . . .  Because 
even with a 25-horsepower engine, 'cause I had a 50 
on there one time, and it still went off. So I changed 
it to a 25, and it still went off again. So I figured it 
probably didn't have nothing to do with it. 

GENERAL DISCUSSION: THE RESILIENCE 
OF THEORIES-IN-ACTION 

A prominen t  implication of this s tudy is that  
learner theories are resistant to change. Learn- 
ers created initial theories,  but  the theories did  
not  appear  to evolve significantly. Through 
interaction with the system, learners became 
more aware of their intuitive theories by  us ing 
them to explain system events; they did not, 
however ,  recognize l imitations in predict ive 
value of these theories and  a t tempt  to refine 
them accordingly. Learners hold powerful  per- 
sonal theories that  often dominate  cognitive 
processes and actions with OELEs. 

Piaget (1976) identified two critical pro-  
cesses of conceptual development:  assimilation 
and accommodat ion.  Children at varied ages 
and  deve lopmenta l  stages use available intu- 
itive frameworks to interpret  events.  The evo- 
lut ionary shift to accommodat ion takes place 
only after learners have been repeatedly  
exposed  to conflicting data regarding limita- 
tions in the usefulness of their conceptions 
(Ackermann, 1991). This s tudy highlighted the 
s t rength  of intuit ive theories and  their resil- 
ience to change - - even  in the face of conflicting 
data, l imited usefulness,  and  alternative 
explanatory frameworks.  
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The enduring nature of misconceptions or 
intuitive ideas in science is a common finding 
among learners of all age levels (see, for exam- 
ple, Champagne, Gunstone, & Klopfer, 1985; 
Lewis & Linn, 1994). In this study, learners 
appeared to experience difficulty moving 
beyond simple assimilation for several rea- 
sons. Fundamentally, they failed to perceive 
and interpret data as being inconsistent with 
existing theories. Instead, learners tended 
either to (a) preserve the theory, using the data 
as an exception; (b) abandon the theory tem- 
porarily in favor of another, more explanatory 
theory, for the isolated incident; or (c) elabo- 
rate the theory by assimilating the conflicting 
data. Even when confronted with obvious con- 
flicting evidence (e.g., clear expectations 
refuted by unambiguous feedback), learners 
failed to act on the perceived inconsistencies. 
Instead, they either changed theories tempo- 
rarily, without acknowledging the previous 
theory used to drive the action, or discounted 
the data as an exception rather than attempt- 
ing to explain it (see the protocol excerpts of 
Rick, Mary, & Jason in Pattern 7). 

Research in science misconceptions indi- 
cates that fragmented or naive conceptions 
that typically underlie understanding often 
impede the development of canonical under- 
standing (Champagne et al., 1985). Even in sit- 
uations where learners interpret accurately, 
deep-rooted misconceptions resurface when 
solving novel or analog problems (Perkins & 
Simmons, 1988). In this case, simply telling 
learners the canonical rule may short-circuit 
the child's experience-based intuitive rules, as 
evident in the durability of science misconcep- 
tions in classroom settings. Likewise, present- 
ing alternative views may be insufficient to 
alter deeply entrenched intuitive beliefs (diS- 
essa & White, 1982; Vosniadou, 1992). 

The durability of misconceptions depends 
upon the learner's ability to identify and con- 
solidate personal beliefs, recognize their limita- 
tions, and gradually build upon them (Linn & 
Muilenburg, 1996; Vosniadou, 1992). The goal 
of OELEs is to provide authentic contexts for 
learners to identify their beliefs, test their 
validity, refine them in ways consistent with 
data, and gradually evolve alternative under- 

standings. However, it appears that short-term 
learning via OELEs, despite the provision of 
manipulation tools and action-specific feed- 
back, may be insufficient for conceptual 
change and theory evolution. The resilience of 
theories-in-action may require extended peri- 
ods of time, multiple representations of data, 
conceptual perspectives, and varied problem 
contexts in order to facilitate their evolution 
(Cognition and Technology Group at 
Vanderbilt, 1992; Papert, 1993a; Spiro et al., 
1991). 

IMPLICATIONS FOR DESIGN OF OELES 

In order for OELEs to support conceptual 
development, systems are needed that facili- 
tate intentional reflection on, and evolution of, 
beliefs (Hawkins & Pea, 1987; Scardamalia, 
Bereiter, McLean, Swallow, & Woodruff, 
1989). Insufficient metacognitive awareness 
leads to difficulties in recognizing counter 
examples and detecting biases in thinking 
(Karmiloff-Smith & Inhelder, 1975; Wilson & 
Brekke, 1994). OELEs need to enable opportu- 
nities for intentional reflection on beliefs, strat- 
egies, and intentions. Some OELEs have been 
designed to facilitate awareness of beliefs with 
opportunities to reflect metacognitively 
(Scardamalia et al., 1989), to formalize observa- 
tions (Tobin & Dawson, 1992), and to develop 
hypotheses (Lewis et al., 1993). Opportunities 
for reflection have been embedded within the 
system and are supported via tools, feedback, 
and features. 

This study also illustrated the tendency for 
naive learners to rely on dominant visual cues 
to guide their interpretations. This finding is 
consistent with expert-novice studies that 
illustrate the tendency for novices to focus on 
surface features rather than on the substantive 
aspects of problems (Chi, Glaser, & Rees, 
1982). Consequently, it is essential that percep- 
tual cues are linked with important informa- 
tion. In the present study, the dominant cues 
(video simulations) were perceived by learners 
as precisely reflecting information that the sim- 
ulations did not represent. Haphazard use of 
perceptual cues is likely to promote mispercep- 
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tions and misunderstandings. Accordingly, 
naive learners might benefit from constrained 
systems that reduce the richness of the cues 
presented (Petre, 1995). Animated graphics 
(vs. video simulations), amplication tech- 
niques, and adaptive feedback might be useful 
techniques for reducing potential errors in per- 
ception. 

Another implication centers on how learn- 
ers think and collect data during open-ended 
learning. It is widely assumed that learners 
can maneuver within the environment and 
make informed choices, even without com- 
plete understanding of prerequisite knowl- 
edge. This study indicated, however, that 
some learners continue to rely on, or prefer, 
externally-directed methods for learning. 
Open learning contexts, however, do not 
explicitly support or promote these 
approaches. Without experience-driven 
approaches, learners are unlikely to capitalize 
on the features provided by the system and 
build and evolve the cognitive skills engen- 
dered by and requisite to these environments. 

CONCLUSION 

Alternative approaches to traditional instruc- 
tion have been long proposed. From Dewey's 
(1933; 1938) vision of school-based apprentice- 
ships to Bruner's (1961) approaches to discov- 
ery learning, alternative views about the 
nature of understanding and ideal pedagogies 
have been debated. With recent developments 
in technology and student-centered learning, 
debates between constructivists and 
instructivists have re-emerged (Jonassen, 1991; 
Phillips, 1995). Instructivists argue that con- 
structivist approaches lack systematic frame- 
works for design and assessment, and are 
therefore difficult to replicate and integrate 
into the curriculum (Dick, 1991). Constructiv- 
ists, on the other hand, express concern 
regarding the inability of traditional 
approaches to support higher-order thinking 
and problem-solving skills (Kember & Mur- 
phy, 1990; National Science Teacher's Associa- 
tion, 1993; Papert, 1993a). Highly structured 
approaches may work well for teaching simple 

information and skills, but may fail to support 
reasoning, complex thinking, and the develop- 
ment of metacognitive skills (Kember & Mur- 
phy, 1990; Spiro et al. 1991). 

Questions remain, however, regarding the 
effectiveness of constructivist environments in 
supporting higher-order thinking and prob- 
lem-solving. Constructivist approaches have 
been plagued by an absence of empirically val- 
idated assumptions and associated pedagogi- 
cal strategies. The present study, as well as 
others (see Atkins & Blisset, 1992; Hill, 1995) 
have identified problems in applying construc- 
tivist approaches to support understanding. 
Conversely, other studies have reported nota- 
ble benefits of using student-centered environ- 
ments to enhance learning (Cognition and 
Technology Group at Vanderbilt, 1992; Harel 
& Papert, 1991; Linn & Muilenburg, 1996; 
Scardamalia et al., 1989). These approaches 
promise to redefine the nature and goals of 
learning; the requisite design technology, 
however, remains distressingly incomplete. 

The effectiveness of constructivist environ- 
ments relies heavily on the quality of the 
learner's task management and decision-mak- 
ing processes (Perkins, 1991). Such environ- 
ments tacitly presume that students are able to 
make effective judgments, or can be guided to 
make appropriate choices using advice or hints 
(Hannafin, Hall, Land, & Hill, 1994; Hannafin 
& Land, in press). Yet, studies of learner con- 
trol and metacognition have consistently con- 
firmed the limitations of learner decisions 
regarding what, when, and how to learn 
(Steinberg, 1977; 1989). These are important 
concerns, particularly in light of continued 
growth of educational applications of informa- 
tion technologies. Effective evaluation and 
management of open-ended activities and 
resources have become integral to success in 
the use of such systems. 

Several issues remain regarding open-learn- 
ing environments. Perhaps the most compel- 
ling issue pertains to the feasibility of 
student-centered, constructivist approaches in 
everyday teaching and learning. To some, 
direct instruction and traditional assessment 
appear antithetical to the goals of open-learn- 
ing environments (Jonassen, 1991; Kember & 
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Murphy,  1990). Others, however, have sug- 
gested methods that reconcile traditional and 
constructivist pedagogies. In order to impact 
school curricula, the reciprocity between and 
among approaches may need to be exploited. 
Lebow (1993) described a series of " . . .  princi- 
ples for constructivist ISD" (p. 5) designed to 
imbue instructional designers with constructiv- 
ist values. Perkins (1991) differentiated con- 
structivist approaches that promote discovery 
without direct instruction (WIG--Without  the 
Information Given) versus following direct 
instruction (BIG--Beyond the Information 
Given). Rieber's 1992 Newtonian physics 
microworld augmented  direct instruction in 
basic skills with student-centered manipula- 
tions of a virtual space craft. Similarly, the 
Cognition and Technology Group at 
Vanderbilt (1992) identified a range of teaching 
strategies suitable for traditional dassrooms 
through problem-centered applications of the 
Jasper series. Choi and Hannafin (in press) 
adapted situated learning concepts to the 
teaching and learning of mathematics. Clearly, 
there are many  ways open-learning concepts 
can influence classroom teaching and learning. 

Finally, advances in assessment of learning 
outcomes (both quantitative and qualitative) 
are warranted. The current study illustrated 
that learners can use this type of environment 
to extend and formalize their understanding of 
scientific notions; however,  no measures of 
formal knowledge or skill development  were 
gathered. It is conceivable that process-out- 
come tradeoffs are tacitly made when using 
open-learning systems; that is, traditional mea- 
sures of effectiveness (scores on tests of formal 
knowledge) may suffer because of increased 
emphasis on improved learning process 
(understanding how to improve one 's  under- 
standing). These tradeoffs may be considered 
worthwhile and justifiable, or unacceptable. 
Research is needed to better understand and 
assess the role of open-learning environments 
in improving teaching-learning processes as 
well as learning outcomes. [ ]  
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