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In two experiments, subjects received prob- 
lem sets consisting of a simple diagram 
accompanied by two sentences and were 
asked to select the sentence that best expressed 
the meaning of the diagram. Each diagram 
showed a relationship between two concepts. 
The relationships were category membership, 
possession of a property, and causality. The 
relative placement of the concepts was var- 
ied. In the first experiment, the concepts 
were given nonsense names. Significant 
biases in response frequencies were found, 
suggesting that, in the absence of semantic 
content, the interpretation of the diagrams 
was largely determined by syntactic rules of 
English. In the second experiment, similar 
biases were found for diagrams whose con- 
cepts were given English names. However, 
the biases were less evident when the dia- 
grams violated the rules of English syntax. 
This suggested that conflict between the 
sense of English and a diagram" s spatial 
arrangement makes consistent interpretation 
unlikely. Conclusions are drawn concerning 
the relationships between the spatial arrange- 
ment of diagrams and the meaning of rela- 
tionships among concepts stated in sentences, 
Suggestions for diagram design are offered. 

[] Research has consistently demonstrated 
that diagrams can improve text comprehension. 
This is true whether the diagrams accompany 
text in instructional materials (Guri-Rozenblit, 
1988a, 1988b, 1989; Holliday, Brunner, & 
Donais, 1977; Koran & Koran, 1980), or whether 
students construct diagrams to map the struc- 
ture of the text they are studying (Armbruster 
& Anderson, 1982, 1984; Berkowitz, 1986; Geva, 
1983; Johnson, Pittelman, & Heimlich, 1986; 
Prater & Terry, 1988; Ruddell & Boyle, 1989). 

Diagrams make text easier to understand 
because they describe abstract and often 
implicit relationships among concepts explicitly 
and in two-dimensional space (Schewel, 1989; 
Sinatra, Stahl-Gemake, & Berg, 1984; Winn & 
Holliday, 1982). Two advantages are claimed 
for such spatial representations. First, they 
reveal the structure of the text, which helps 
the reader assimilate new knowledge to exist- 
ing memory schemata (Holley & Dansereau, 
1984; Hughes, 1989). Second, they require the 
reader to perform less translation of the mate- 
rial in the text before arriving at a satisfactory 
conceptual structure of the information the text 
contains (Breuker, 1984). This second daim has 
been supported by Larkin and Simon (1987) 
and by Winn, Li, and SchiU (1991), who have 
demonstrated that, relative to text, diagrams 
make it easier to search through information 
and answer questions because information rel- 
evant to these tasks is given in the way con- 
cepts are arranged on the page. 
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However, research has not yet established 
how people understand specific spatial arrange- 
ments among concepts in diagrams. Moreover, 
instructional designers using diagrams in their 
materials often need specific prescriptions for 
the spatial arrangements of objects. Follow- 
ing from the work of Larkin and Simon (1987), 
the present study therefore examined how spe- 
cific variations in the spatial arrangement of 
diagrams affected interpretation. In particu- 
lar, we set out to discover whether people inter- 
pret identically arranged diagrams in consistent 
ways, and whether interpretation is influenced 
by the meaning of what diagrams represent. 
Answers to these questions form the basis for 
principles of diagram design. 

Spatial arrangements for the study were 
selected from those commonly used in text- 
mapping procedures. Holley and Dansereau 
(1984) and Sinatra, Stahl-Gemake, and Mor- 
gan (1986) require the construction of diagrams 
in which concepts are arranged in hierarchies 
with superordinate categories above subordi- 
nate concepts, linked by lines. Armbruster and 
Anderson (1982) use boundaries around con- 
cepts to express category membership and the 
possession of a property. They also map cau- 
sality by placing the cause to the left of the 
effect and joining them with an arrow pointing 
from the cause to its effect. Similar arrange- 
ments are used in other text-mapping pro- 
cedures. (See Holley & Dansereau, 1984, and 
Hughes, 1989, for descriptions of many such 
procedures and for evidence of their effec- 
tiveness.) 

It therefore appears that important features 
of diagrams that show relationships among 
concepts are: (1) the placement of one con- 
cept to the left or right of, or above or below, 
another, (2) connecting related concepts with 
lines or arrows, and (3) surrounding them with 
a common boundary. It is also apparent that 
there is a fairly consistent mapping between 
these features and the types of relationship 
that diagrams of text typically show. For exam- 
ple, causes are usually placed to the left of or 
above effects, subordinate categories are placed 
below or inside superordinate categories, and 
properties are placed inside or to the right of 
the objects that possess them. 

The first purpose of this study was to ver- 

ify empirically that the conventional spatial 
arrangements of diagrams illustrating relation- 
ships among concepts are interpreted consis- 
tently. Guri-Rozenblit (1989) has pointed out 
that the creation and interpretation of diagrams 
are not governed by strict grammatical rules 
in the same way that writing and understand; 
ing text are. This observation implies a lack 
of consistency in the design of diagrams and 
ambiguity in their interpretation. Diagrams 
seem to adhere more to what Salomon (1979, 
p. 30) has called "'conventions of coherence" 
than to "rules of prescription." Nonetheless, 
if diagrams communicate well because of the 
arrangement of their components, the conven- 
tions they employ must be sufficiently con- 
sistent to act with at least some of the force 
of grammatical rules. Biases in the way spa- 
tial arrangements are interpreted would be evi- 
dence for this consistency and would form the 
basis for design prescriptions. 

The second purpose of the study was to 
examine the role of spatial arrangements in 
establishing meaning. Boxes, lines, and loca- 
tions have no semantic component of their 
own. Interpreting a word to the left of another 
as a cause rather than an effect relies on a 
purely syntactic convention. Yet diagrams that 
accompany text succeed because they express 
semantically correct relationships among con- 
cepts. This implies that the arrangements of 
concepts in diagrams must also accurately 
reflect the semantic content of the text. Failure 
to meet this requirement will lead to confu- 
sion and inconsistent interpretation. Ambigu- 
ity in the interpretation of diagrams not 
conforming to the semantic content of text 
would be evidence for the importance of this 
requirement. 

Two experiments were designed to test these 
general assumptions. The first addressed the 
question of whether spatial arrangements in 
diagrams are interpreted consistently. The sec- 
ond examined relationships between spatial 
arrangement and the semantic content of text. 

EXPERIMENT 1 

In the first experiment, subjects selected from 
two sentences the one they felt best expressed 
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the meaning of a simple diagram. Each dia- 
gram showed the relationship between two 
concepts whose names were placed in boxes. 
In order to control for the effect of sentence 
meaning on interpretation, the concepts were 
given nonsense names. Three common spatial 
arrangements for showing relationships, de- 
scribed above, were used in the diagrams: con- 
cept A above concept B (Vertical format); A to 
the left of B (Horizontal format); and A in its 
box inside the box containing B (Included for- 
mat). These formats are shown in Figure 1. 
Three relationships frequently associated with 
these formats were also selected for study: cate- 
gory membership (A is B), the possession of a 
property (A has B), and causality (A causes B). 

The pairs of sentences from which subjects 
chose their interpretation were manipulated 
in two ways. In some pairs, as in the first three 
examples in Figure 1, the relationships were 
the same, but the concept's role as subject or 
object of the sentence was reversed. For exam- 
ple, the choice would be between "Kolfab cause 
vednex" and "Vednex cause kolfab," as in the 
third example in Figure 1. In other pairs, the 
syntactic functions of the concepts were the 
same, but the relationship was different. The 
choice would then be between "Purfep are 
fomgaf" and "Fomgaf cause purfep," as in the 
fourth example in Figure 1. In this way, all pos- 
sible interpretations could be compared. How- 
ever, only some comparisons were relevant to 
the research questions. First, each sentence 
was compared with its reverse in order to deter- 
mine response consistency as a function of the 
relative positions of concepts. For example, 
is "kolfab cause vednex" selected more often 
than "vednex cause kolfab" for a given spa- 
tial arrangement? Second, comparisons were 
made of all pair combinations of the three rela- 
tionships across the three formats to determine 
whether one format was consistently judged 
to be better than the others at expressing a 
particular relationship. For example, do the 
relative frequencies with which "purfep are 
fomgaf" and "fomgaf cause purfep" are se- 
lected differ when the diagram is presented 
in the Vertical format as compared to the Hor- 
izontal format? 

Hypotheses formed pertaining to the three 
relationships selected for the study were: 

1. Category membership: A concept  located 
above, to the left of, or outside another 
would be interpreted as the category to 
which the other belonged. 

2. Possession of a property: A concept located 
below, to the right of, or inside another 
would be interpreted as an attribute of the 
other. 

FIGURE I [ ]  Diagram Arrangements and Ex- 
amples of Sentences Used in Experiment I, Sub- 
jects chose the sentence that best expressed 
the meaning of the diagram. The sentences 
marked "a" signify 'A is B" 'A has B," etc,, in the 
text. The "b" sentences are '13 is A," etc. Although 
only four sets are shown, all possible permu- 
tations of arrangements and sentence pairings 
were presented to subjects. 

[Yutcu r I , 
I Nipden I 
a. A yutcur is a nipden 
b. A nipden is a yutcur 

[ Sumfacl [ Tudwix I 
a, Sumfac have tudwix 
b. Tudwix have sumfac 

Koifab 

IVedne×l 
a. Kolfab cause vednex 
b. Vednex cause kolfab 

Purfep 

[ Fomgafl 
a. Purfep are fomgaf 
b. Fomgaf cause purfep 
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3. Causality: A concept located above, to the 
left of, or outside another would be inter- 
preted as the cause of the other. 

Significant differences between the frequen- 
cies with which subjects selected sentences 
that reflected these conventions would con- 
firm these hypotheses. 

M e t h o d  

Subjects 

Sixty-seven graduate students in education vol- 
unteered to take part in the study. None was 
included whose first language was not English. 
Subjects' academic maturity was taken to indi- 
cate that they would have no difficulty read- 
ing the sentences. 

Materials 

A pool of nonsense words was created. Each 
word was six letters long and had two sylla- 
bles, each of which consisted of a consonant, 
a vowel, and another consonant. Within these 
constraints, the words were created randomly 
by computer. The words used to construct the 
diagrams were selected from this pool on the 
condition that they could be pronounced eas- 
ily and that they did not resemble any known 
words or acronyms. Each diagram was con- 
structed by randomly selecting two words. In 
the Horizontal format, the words were placed 
in boxes beside each other and joined by a 
line. In the Vertical format, one word was 
placed above the other. In the Included for- 
mat, one word was placed in a box and then 
placed inside a larger box containing the other 
word. Examples are shown in Figure 1. 

Placed below each diagram were a pair of 
sentences from which subjects were to select 
the one that best expressed the meaning of 
the diagram. Each sentence expressed a rela- 
t ionship,  either category membership  ("A 
yutcur is a n ipden ' ) ,  possession of a prop- 
erty ( ' ~  yutcur has a nipden"), or causality 
( ' ~  yutcur causes nipden"). With the three 
reverse forms of these sentences ( ' ~  nipden 
is a yutcur," %4 nipden has a yutcur," and '~A 
nipden causes yutcur"), a total of six interpre- 

tations was possible for each diagram. Respon- 
ses to all possible combinations of these six 
interpretations were collected. This meant that 
choices from 15 pairs of sentences were re- 
quired for each of the three diagram formats, 
which gave a total of 45 diagram/sentence-pair 
combinations. 

The 45 diagrams and sentence pairs were 
randomly ordered and printed five to an 81/2 
by 11 inch sheet. A cover sheet was prepared 
on which instructions were written and three 
practice items provided. 

Because no "favorite" was predicted for some 
sentence pairs, a five-point scale was placed 
beside each item so that subjects could rate 
their confidence in their choices. 

Procedure 

Subjects completed the task in class. They were 
instructed to mark the sentence in each pair 
that, for them, best expressed the meaning 
of the diagram. They were told that there were 
no right answers. They were also told to use 
the five-point scale beside each item to rate 
their confidence that the sentence they selected 
was the best choice. They worked through 
three practice items and then continued with 
the other 45 items. There was no time limit 
for completion of the task, but in all cases the 
task was completed in less than 15 minutes. 

Data Analysis 

The selection frequency for each sentence was 
determined. Appropriate nonparametric tests, 
described below, were applied to the data. 
Alpha was set at .05 for all analyses. 

One-sample chi-square analysis was con- 
ducted to determine whether subjects selected 
a particular sentence more frequently from 
among the pairs '~k is B" and "B is A,"  ' ~  
has B" and "B has A," and ' ~  causes B" and 
"B causes A." This analysis was performed 
for diagrams in each of the three formats. One- 
sample chi-square analysis was also performed 
on sentence selection frequency for all com- 
binations of ' ~  is B," ' ~  has B," and ' ~  causes 
B," and of "B is A," "B has A," and "B causes 
A." The McNemar test was used to compare 
sentence selection across formats. For exam- 
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ple,  the  re la t ive  f r e q u e n c i e s  of  s e n t e n c e s  

selected for '9` has  B" and  '9,  is B" in the Hor- 

izontal  format  was  compared  to the corres- 

p o n d i n g  relat ive select ion f requencies  for the  

Vertical and  Inc luded  formats.  Likewise, the  

relative frequencies for the Vertical format were 

compared  to those  for the  Inc luded  format. 

Finally,  t he  c o n f i d e n c e  ra t ings  for each  

re sponse  were  c o m p a r e d  across sentences  in 

each pair. The Mann-Witney  test was used  for 

this analysis. 

Results 

In  t he  fo l lowing  sec t ions ,  'W" refers  to the  

w o r d  to the  left  of " B , "  above " B , "  or  in the  

outs ide  box in the  Inc luded  format  (see Fig- 

ure  1). 

Table I shows the frequency with which each 

sentence  was selected w h e n  the choices were  

be tween  sen tences  stat ing the same relation- 

ships  but  wi th  concepts  in different  orders .  

Chi-square analysis showed that subjects chose 

'9` has  B" s ignif icant ly more  than  "B has  ~ '  

and  '9` causes  B" more  than  "B causes  X '  for 

all three d iagram formats. For the '9` is B" and  

"B is ~ '  compar i sons ,  there  was on ly  a sig- 

nificant difference for the  Inc luded  format.  In 

this case, subjects chose  "B is ~ '  m o r e  fre- 

quen t ly  t h a n  they chose  '9` is B."  

Table 2 shows the  sen tence  select ion fre- 

quenc ies  w h e n  each sen tence  descr ibed  a dif- 

ferent relationship. Chi-square analysis showed 

that  all differences were  significant  except  for 

the  pairs '9` is B" and  '9` has  B" and  '9` is B" 

and  '9` causes B" in the  Hor izonta l  format,  

'9` has  B" and  '9` causes  B" and  "B has  ~ '  

and  "B causes  ~d' in the  Vertical format,  a n d  

"B is X '  and  "B has  ~ '  in the  Inc luded  format.  

The  McNemar  test was used  to compare  rel- 

at ive select ion f requencies  across formats .  In  

Table 2, w i th in  each row, the  pairs of  f r equen-  

cies for the  Hor izonta l  format  were  c o m p a r e d  

to the pairs of f requencies  for the  Vertical and  

Inc luded  formats.  The pairs of f requenc ies  for 

the  Vertical format  were  c o m p a r e d  to those  

for the  Inc luded  format.  For example ,  a con- 

t ingency table was const ructed from the  selec- 

tion frequencies for '9` yutcur  is a nipden'" and  

TABLE 1 [ ]  Frequencies of Selection of Sentences in Experiment 1 

HORIZONTAL VERTICAL INCLUDED 
FORMAT FORMAT FORMAT 

Sentence Sentence Sentence 
1 2 1 2 p 1 2 

Sentence 
p 1 2 p 

Ais  B B is A 38 29 - 33 34 - 20 47 <.001 
Ahas  B B hasA 57 10 <.001 59 8 <.001 56 11 <.001 
Acauses B BcausesA 63 4 <.001 58 9 <.001 54 13 <.001 

Note: In this and subsequent tables, "X' refers to the word to the left of, above, and outside "B," i.e., sentence 1 corres- 
ponds to the sentences labeled "'a" in Figure I and sentence 2 to the sentences labeled "b". 

TABLE 2 [ ]  Frequencies of Responses Across Relationships in Experiment 1 

HORIZONTAL VERTICAL INCLUDED 
FORMAT FORMAT FORMAT 

Sentence Sentence Sentence Sentence 
1 2 1 2 p 1 2 p 1 2 p 

A is B A has B 32 35 - 15 52 <.001 20 47 <.001 
A is B A causes B 26 41 - 14 53 <.001 24 43 <.05 
A has B A causes B 15 52 <.001 38 29 - 57 10 <.001 
B is A B has A 60 7 <.001 45 22 <.01 40 27 - 
B is A B causes A 60 7 <.001 52 15 <.01 46 21 <.05 
B has A B causes A 22 45 <.00t 35 32 - 14 53 <.01 

Note: For analysis across format, 2 x 2 contingency tables were constructed for both sentences in all pairwise combinations 
of columns. Thus, for the first row, the tables were 32/35 with 15/52, 32/35, with 20/47, and 15/52 with 20/47. 
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' ~  yutcur has a nipden" in the Horizontal for- 
mat, and the same pairs of frequencies in the 
Vertical format. All comparisons across formats 
were significant except: ' ~  is B" and  ' ~  has 
B" when  the Vertical and Included formats 
were compared; '9~ is B" and ' ~  causes B" 
when the Included format was compared with 
the Horizontal and Vertical formats; "B is ~ '  
and "B has ~ '  and "B is ~ '  and "B causes ~ '  
for the Vertical and Included formats; and "B 
has ~ '  and "B causes ~ '  when  the Horizon- 
tal format was compared to the Vertical and 

Included formats. 
The mean confidence ratings for all the sen- 

tence pairs discussed above are shown in Table 
3. The higher scores indicate subjects' greater 
confidence in the choices that they made. The 
maximum score was 5. 

Results of the Mann-Witney test produced 
very few significant differences between con- 
fidence ratings for sentence pairs. However, 
in all of the cases where the differences were 

significant, the choice made by the majority 
of subjects received the higher confidence rat- 
ing. Variation in the absolute values of mean 
confidence ratings suggests that subjects found 
some choices more difficult to make than 
others. 

Discussion 

Results support the hypotheses concerning the 
consistency of sentence selection. Significant 
selection biases were found for sentences that 

interpreted a cause as being to the left of, 
above, and outside an  effect; a property being 
to the right of, below, and inside the object pos- 

sessing it; and for superordinate categories 
being outside subordinate ones. Not only were 
these selection differences significant, inspec- 
tion of Table I shows them to be large as well. 

The two exceptions were the diagrams in 
the Vertical and Horizontal formats that ex- 
pressed category membership .  Here, the 
roughly even split in sentence selection fre- 
quencies suggests that there was no clear-cut 
preference for one interpretation over the other. 
An explanation for this is that subjects' inter- 
pretations were influenced as much by the syn- 
tax of English as they were by the diagrams, 
even though the materials contained nonsense 
words. The sentences used in this experiment 
were in the active voice, meaning that read- 

ers would interpret the first concept they read 
as the subject. There is evidence from cross- 
cultural studies that people's interpretation and 
production of graphics is influenced by the 
way their native language is written (Tversky, 
Kugelmass, & Winter, 1991; Wong & Kao, 
1991). For English speakers, this means that 
diagrams are "read" from left to right and top 
to bottom (Winn, 1982, 1983). In the case of 
the diagrams in this experiment, the word to 
the left of, above, or outside the other would 
be read first in a diagram and interpreted as 
the subject. In the cases of diagrams show- 

ing causality and the possession of a prop- 
erty, causes or objects possessing properties 
would be read first and interpreted as subjects 

TABLE 3 [ ]  Mean Confidence Ratings in Experiment 1 

HORIZONTAL 
FORMAT 

Sentence Sentence 
I 2 1 2 

VERTICAL 
FORMAT 

INCLUDED 
FORMAT 

Sentence 
1 2 

Sentence 
I 2 

A is B B is A 3.34 3.47 
A has B B has A 3.65 2.80 
A causes B B causes A 3.92 3.25 
A is B A has B 3.75 3.71 
A is B A causes B 3.92 3.90 
A has B B causes A 3.33 3.87 
B is A B has A 3.60 3.43 
B is A B causes A 3.48 3.00 
B has A B causes A 2.05 2.42 

3.33 
3.97 
4.10 
3.00 
3.93 
3.66 
3.38 
3.21 
2.43 

3.82 
3.75 
3.67 
3.92 
3.96 
4.10 
3.45 
3.13 
2.81 

m 

D 

<.05 
<.05 

3.00 
3.95 
3.13 
3.50 
2.38 
3.87 
3.78 
3.61 
2.36 

4.02 <.01 
3.36 <.05 
2.85 - 
3.69 - 
2.98 - 
3.90 - 
3.22 <.05 
2.76 <.05 
3.36 <.01 
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just as they would in a sentence. One sentence 
could therefore be selected unambiguously. 

In the case of category membership, how- 
ever, the subordinate category was the sub- 
ject and was read first in the sentence, while 
in the Horizontal and Vertical diagrams the 
subordinate category was to the right of or 
below the superordinate one and was there- 
fore read second. This created ambiguity since 
one sentence corresponded to the diagram 
while the other sentence corresponded to 
English syntax. Approximately half of the sub- 
jects chose one and half chose the other. This 
interpretation is corroborated by data in Table 
2. In the Horizontal and Vertical formats, sub- 
jects selected the sentence that corresponded 
to English syntax ("B is ~ ' )  over sentences that 
corresponded neither to English syntax nor 
to diagram conventions ("B has ~d' and "B 
causes ~') .  

The results also provide information about 
which arrangements were chosen consistently 
to express each type of relationship. The data 
in Table 2 show marked bias favoring ' ~  causes 
B" over ' ~  has B" in the Horizontal format 
and the opposite in the Included format. This 
suggests that the Horizontal format consis- 
tently expresses causality and that the Induded 
format consistently expresses property pos- 
session. Likewise, the Vertical and Included 
formats appeared to be more consistent in 
expressing property possession and causal- 
ity than in expressing category membership. 

Differences in confidence ratings were found 
for just five sentence pairs out of a total of 27. 
While it is interesting that four of these 
occurred in the Included format, suggesting 
that this spatial arrangement leads to the least 
tenuous interpretations, too few differences 
were significant overall to permit firm conclu- 
sions to be drawn. It appears that, generally, 
subjects who selected sentences that were not 
predicted to be chosen had just as good rea- 
sons for doing so as subjects who selected the 
sentences they were expected to choose. 

EXPERIMENT 2 

In instructional settings, diagrams do not 
contain nonsense words. Since the spatial 
arrangement of diagrams can so heavily bias 

interpretation, there is the potential for con- 
flict between the interpretation implied in a 
less-than-perfectly designed diagram and the 
interpretation intended for the material it 
describes. The second experiment, therefore, 
examined the relationship between the appro- 
priateness of the spatial arrangements used 
in diagrams and their semantic content. It 
was designed to determine how violating 
the conventions identified as effective in the 
first experiment would affect the compre- 
hension of diagrams accompanying meaning- 
ful sentences. 

The frequency with which sentences de- 
scribing nonsense diagrams were selected 
was compared with selection frequency for 
sentences describing diagrams that contained 
English words. It was expected that when the 
diagram used the spatial arrangement shown 
in the first experiment to be the most appro- 
priate for expressing a particular relationship, 
subjects seeing English sentences, like those 
seeing nonsense sentences, would consistently 
select the sentence that expressed that rela- 
tionship. For example, if diagrams illustrat- 
ing causality showed "junk food" to the left 
of "indigestion" and "yutcur" to the left of 
"nipden," then subjects would select the sen- 
tence that stated "junk food" or "yutcur" was 
the cause. On the other hand, if the arrange- 
ment was not the one that best expressed the 
relationship, English sentences would not be 
selected consistently while nonsense senten- 
ces would be. Thus, placing "indigestion" to 
the left of "junk food" would cause confusion 
by implying that indigestion causes junk food. 
No clear selection bias would occur--some 
subjects would choose the sentence that 
corresponded to the diagram and others would 
choose the sentence that made sense. Plac- 
ing "nipden" to the left of "yutcur" would still 
be unambiguous, however, because the sen- 
tence has no interpretable semantic content; 
consequently, the sentence stating that "nip- 
den" was the cause would be selected con- 
sistently. With the mean number of choices 
of sentences consistent with the diagrams as 
the dependent variable, a significant interac- 
tion between the appropriateness of the spa- 
tial arrangement and meaningfulness (English 
versus nonsense) would provide support for 
these hypotheses. 
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M e t h o d  

Subjects 

Sixty-three graduate students in education 
courses volunteered to take part in this exper- 
iment. Again, only subjects whose first lan- 
guage was English were included, and it was 
assumed that none would have difficulty read- 
ing the sentences. Subjects were randomly 
assigned to two groups, one receiving English 
materials (N = 33) and one receiving nonsense 
materials (N = 30). 

Materials 

The same pool of nonsense sentences was 
used as in the first experiment. A set of English 
sentences was constructed that corresponded 
to the nonsense  sentences. For example, 
"Perfim causes rotlay" was matched by "Rain 
causes floods." The same three diagram for- 
mats were used: Horizontal,  Vertical, and 
Included. The same three relationships were 
also used: category membership ( ' ~  cat is a 
mammal"); possession of a property ( ' ~  cup 
has a handle"); and causality ("Junk food 
causes indigestion"). Because this experiment 
was not concerned with differences across 
types of relationship, the only differences in 
the pairs of sentences to choose from was that 
in one pair the order of the concepts was 
reversed. This meant that pairs of sentences 
such as ' ~  cat is a mammal" and ' ~  mam- 
mal is a cat," ' ~  cup has a handle" and ' ~  
handle has a cup," "Junk food causes indi- 
gestion" and "Indigestion causes junk food" 
were used, but not pairs of sentences such as 
' ~  cat is a mammal"  and ' ~  cat causes mam- 
mals." This gave a total of 9 possible permu- 
tations of diagram arrangement and type of 
relationship. 

Subjects saw 2 "appropriate" and 2 "inap- 
propriate" versions of each of the 9 permuta- 
tions of arrangement and relationship, for a 
total of 36 diagrams. In "appropriate" dia- 
grams, the arrangements were those that were 
concluded to be appropriate in the first exper- 
iment; that is, for example, the cause was 
placed to the left of, above, and outside the 
effect. (For the two nonsignificant cases where 

the Horizontal and Vertical formats expressed 
class inclusion, the names of the superordi- 
nate categories were placed above and to the 
left of the subordinate categories.) In the 
"inappropriate" diagrams, the positions of the 
names were reversed; that is, for example, the 
cause was placed to the right of, below, and 
inside the effect. Although the nonsense words 
did not allow subjects to determine which 
sequence was semantically correct, the posi- 
tions of the names in the nonsense materials 
were also reversed. Figure 2 shows examples 
of the English materials. As before, a five-point 
scale was placed beside each item so that sub- 
jects could rate their confidence in their 
selections. 

Procedure 

The procedure was the same as that used in 
Experiment 1. Subjects were told to pick the 
sentence that, for them, offered the best inter- 
pretation of the diagram. Subjects seeing 
English materials were not given any additional 
instructions about how to respond to poten- 
tially nonsensical materials, since their free- 
dom to choose on their own was essential to 
the experiment. In addition, subjects com- 
pleted a brief open-ended questionnaire at the 
end of the experiment which asked them to 
state whether they found the task easy or dif- 
ficult and why, and to report the strategies they 
had used in selecting their sentences. 

Design and Analysis 

The design of the s tudy was a repeated- 
measures design with meaningfulness (English 
vs. nonsense) as a between-subjects factor and 
appropriateness of the spatial arrangement 
used in the diagram (appropriate vs. inappro- 
priate) as a within-subjects factor. The depen- 
dent measures were the number of times each 
subject selected a response that was consis- 
tent with the diagram, and subjects' confidence 
ratings. It was expected that subjects who 
received English materials would choose fewer 
sentences that were consistent with the dia- 
grams when the diagrams were inappropri- 
ate, while subjects who received nonsense 
materials would not be affected by the appro- 
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priateness of the diagrams. Therefore, sup- 
port for the research hypothesis would come 
from an interaction between meaningfulness 
and appropriateness, with both groups select- 
ing the same number of sentences that were 
consistent with the diagram when the dia- 
grams were appropriate, but with the English 
group selecting fewer such sentences than the 
nonsense  group when  the diagrams were 
inappropriate. 

Repeated-measures analysis of variance was 
also applied to the confidence ratings. Confi- 
dence ratings were expected to show an inter- 
action similar to that found for selection 
frequencies. 

Results 

The mean frequencies for the selection of sen- 
tences that were consistent with the diagrams 
are shown in Table 4. As predicted, subjects 
in both groups selected a relatively high num- 
ber of sentences consistent with the diagrams 
when the spatial arrangements were appro- 
priate. The number  of such selections was 
much lower with inappropriate arrangements 
for the subjects who received English materi- 
als, but not for the subjects who received non- 
sense materials. Repeated-measures analysis 
of variance showed this interaction to be sta- 
tistically significant, F(1, 61) = 43.84, p < .001. 

FIGURE 2 [ ]  Samples of English Materials from Experiment 2, The nonsense materials were 
the same as in Figure 1, 'Appropriate" examples are on the left; for example, the cause 
"junk food" is appropriately placed to the left of "indigestion," "Inappropriate" versions are 
on the righl; for example, the cause 'Junk food" is on the right, In the 'Junk food" and 'lndigeslion" 
appropriate pair, sentence "a" is consistent with the diagram while sentence "b" is inconsis- 
tent with it. In the corresponding inappropriate pair, "indigestion causes junk food" is con- 
sistent with the diagram even though it does not make sense in English. Although only six 
sets are shown, all possible permutations of arrangements and relationships were presented 
to subjects, 

I Junk food ~ Indigestion I 
a. Junk food causes indigestion 
b. Indigestion causes junk food 

I lndigestion~ Junk food I 
a. Junk food causes indigestion 
b. Indigestion causes junk food 

Spice 

I Pepper I 
a. Pepper has a spice 
b. Spice has a pepper 

I Sugar | 
I 

ITooth Decay] 

Pepper 

I Spice I 
a. Pepper has a spice 
b. Spice has a pepper 

I Tooth Decay I 
. . . .  

I Sugar I 
a. Sugar causes tooth decay a. Sugar causes tooth decay 
b. Tooth decay causes sugar b. Tooth decay causes sugar 
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TABLE 4 [ ]  Mean Frequencies of Selection of Sentences 
Consistent with the Diagrams in Experiment 2 

APPROPRIATENESS OF DIAGRAM 

Appropriate Inappropriate Total 
GROUP Mean SD Mean SD Mean SD 

English 16.49 (2.18) 7.37 (3.66) 12.05 (2.74) 
Nonsense 15.23 (2.21) 14.70 (2.21) 14.97 (2.21) 
Total 15.89 (2.57) 11.00 (5.70) 

The main effect for materials was also signifi- 
cant, F(1, 61) = 21.20, p < .001, as was the 
within-subjects consistency effect, F(1, 61) = 
55.81, p < .001. Univariate analysis of variance 
for inappropriate diagrams was significant F(1, 
61) = 39.01, p < .001, with English subjects 
selecting fewer sentences corresponding to 
inappropriate diagrams than nonsense sub- 
jects. Univariate analysis of variance for appro- 
priate diagrams was also significant, F(1, 61) 
= 5.11, p < .05, with subjects who received 
English materials choosing sentences consis- 
tent with diagrams more often than subjects 
who received nonsense materials. 

Mean confidence ratings are shown in Table 
5. The repeated-measures ANOVA indicated 
that subjects who received English materials 
were more confident in their responses than 
those who received nonsense materials, F(1, 
61) = 23.16, p < .001, and that subjects' con- 
fidence in responses to appropriate diagrams 
was greater than their confidence in responses 
to inappropriate diagrams, F(1, 61) = 19.98, 
p < .001. An interaction between group and 
appropriateness was also evident, F(1, 61) = 
26.40, p < .001. Differences were confined to 
the subjects who received English diagrams. 

Responses to the questionnaire showed that 
13 subjects (39%) who received English mate- 

rials mentioned that inconsistency between the 
structure of the diagrams and the sense of 
English made it difficult to select a sentence. 
Only four (13%) of those who received non- 
sense materials attributed difficulty to the non- 
sense words.  Beyond this, there was no 
consistency among reasons given for the dif- 
ficulty of the task. Likewise, the strategies 
reported for interpreting the diagrams were 
highly idiosyncratic, for example: substitut- 
ing real words for nonsense words (one sub- 
ject), basing interpretations on how diagrams 
are used in math and computer programming 
(two subjects), ignoring the syntax of the sen- 
tences (two subjects), making completely ran- 
dom responses (one subject). 

Discussion 

The significant interaction between group and 
appropriateness supports the hypothesis that 
the use of inappropriate spatial arrangements 
has a greater impact on selecting English sen- 
tences than on selecting nonsense sentences. 
This finding is corroborated by the fact that 
some subjects who received English materi- 
als reported inconsistency between the dia- 
grams and the sense of English asa  source of 

TABLE 5 [ ]  Mean Confidence Ratings in Experiment 2 

APPROPRIATENESS OF DIAGRAM 

Appropriate Inappropriate Total 
GROUP Mean SD Mean SD Mean SD 

English 4.42 (0.46) 3.87 (0.81) 4.15 (0.59) 
Nonsense 3.14 (1.01) 3.18 (1.01) 3.16 (1.00) 
Total 3.81 (1.00) 3.54 (0.96) 
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task difficulty. It seems that the use of inap- 
propriate arrangements led to confusion and 
ambiguity. 

The significant difference between sentence 
selection frequency for appropriate diagrams, 
favoring the English materials, was not antic- 
ipated. This result suggests that there was even 
more consistency in interpretation of the dia- 
grams when the concepts they related were 
known. This reinforces the importance of the 
relationship between the spatial arrangement 
and the semantic content of the diagram. 

The confidence ratings were as expected. 
The interaction between materials and appro- 
priateness was significant, corroborating the 
finding for sentence selection. Also important 
was the finding that confidence in interpre- 
tations of English materials was higher over- 
all, even though reduced, when the diagrams 
were inappropriate. This finding suggests two 
things. 

First, although interpretations of inappro- 
priate English diagrams might not be consis- 
tent across a group of subjects, individuals 
were quite confident that their selections were 
correct. This result could be accounted for by 
a number of factors. Maybe subjects were bet- 
ter able to use English words than nonsense 
words to imagine circumstances where the 
sense of inappropriate diagrams might be plau- 
sible, e.g., that people with indigestion might 
eat junk food. Or maybe subjects decided early 
to select sentences exclusively on the basis of 
the sense of English, although this study found 
no evidence that this was the case. It would 
be interesting, therefore, to examine in a future 
study whether these or other factors predict 
subjects' selection of sentences that match 
the diagram or the meaning of English. Con- 
sistency within subjects would suggest that 
selections were made on the basis of some indi- 
vidual characteristic, preference, or strategy. 
The idiosyncrasy of responses identifying 
sources of task difficulty supports this notion. 

Second, the lack of difference between con- 
fidence ratings found for subjects seeing non- 
sense diagrams in the first experiment was 
confirmed. Subjects who selected appropri- 
ate interpretations were no more confident 
than those who selected inappropriate inter- 

pretations, perhaps because they did not real- 
ize that their selections were influenced by the 
conventions of diagrams. This finding could 
also suggest that subjects who selected inap- 
propriate interpretations--for example, those 
who interpreted the cause to be on the right--  
had just as good reasons for doing so as sub- 
jects who selected appropriate interpretations. 
This study did not determine what these rea- 
sons might be, however. 

CONCLUSION 

The results of these two experiments permit 
two general conclusions of relevance to graphic 
and instructional designers. First, the consis- 
tent and heavily biased preferences for par- 
ticular interpretations of the three diagram 
formats illustrating the three relationships sug- 
gest that the arrangements of diagrams stud- 
ied here are interpreted consistently. One 
explanation for this is that diagrams are read 
in the same way as text. Conventions have 
developed among English-speakers that inter- 
pret the word read first as the "subject" of 
the diagram. However, this explanation may 
not work when category membership is illus- 
trated by placing the superordinate category 
above the subordinate one. Further study of 
this format is needed. 

Second, violations of the conventional 
arrangement of diagrams consistently lead to 
ambiguity and lower confidence in interpre- 
tation, but only when the diagrams represent 
known concepts. An obvious implication is 
that designers should strictly adhere to estab- 
lished conventions for the spatial arrangement 
of diagrams. A less obvious implication is that, 
when the material is unfamiliar to students, 
as it is when they are learning it for the first 
time, inappropriate spatial arrangements of 
concepts in diagrams will probably lead to mis- 
interpretation of the material. When the sense 
of the material does not dictate otherwise, stu- 
dents will be biased by the conventions of the 
diagram. When diagramming material that is 
unfamiliar to students, the designer should 
therefore be particularly careful to (1) place 
causes to the left of or above effects; (2) include 
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superordinate categories within superordinate 
ones rather than express category membership 
by  horizontal  and vertical arrangements;  (3) 
place attributes to the right of, below, or inside 
the objects that  possess  them; and (4) in 
general, follow a left-to-right, top-to-bottom se- 
quence that corresponds to English word order. 

One limitation of this study was that it delib- 
erately looked at the simplest  possible ways 
of a r ranging  concepts.  The next  s tep is to 
examine how the biases identified in this s tudy 
might change when different arrangements are 
used,  or when  more than two concepts are 
shown in each diagram. Another  promising 
area of s tudy is individual  differences in sus- 
ceptibility to influence by the arrangement  of 
diagrams or by the meaning  of English when 
the two are at variance. 

Overall, though, it is clear that the effective- 
ness of diagrams can be at tr ibuted to the way 
particular spatial  arrangements  are used  by 
the designer. The designer's role in linking con- 
cepts in direct and concrete ways, described 
by many of those who  have developed text- 
mapp ing  schemes and  who use diagrams as 
adjuncts  to text, is of critical importance.  [ ]  

William Winn and Cliff Solomon are at the 
University of Washington in Seattle. 
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