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The concept of  tes t  re l iabi l i ty  is examined  in te rms  of  general ,  
group,  and specific fac to rs  among  the i tems, and the s tabi l i ty  of  
scores in these  fac tors  f r o m  t r i a l  to t r ia l .  F o u r  essent ia l ly  different  
definitions of  re l iabi l i ty  a re  dist inguished,  which may  be called the  
hypothet ical  self-correlat ion,  the coefficient of  equivalence,  the co- 
ef f ic ient  of  s tabi l i ty,  and the coefficient of  s tabi l i ty  and equivalence.  
The  possibi l i ty of  e s t ima t ing  each of  these coefficients is discussed. 
The  coefficients a r e  not in te rchangeable  and have  different  values  in 
correct ions fo r  a t ten tua t ion ,  s t andard  e r ro r s  of  measurement ,  and 
o ther  prac t ica l  applicat ions.  

The l i terature  of test ing contains many  discussions of tes t  re- 
liability. Each  year,  new formulat ions are  offered, and new proce- 
dures  for  es t imat ing reliabili ty are  championed. There appears  to 
have developed no universally accepted procedure,  and several writ-  
ers have a t t r ibuted  this difficulty to the diversi ty of definitions for  
reliability now in use. I t  has often been suggested that  perhaps the 
only effective w a y  to resolve the conflicts among contending view- 
points is to replace the  t e rm "reliabil i ty," recognizing that  it covers 
not  one, but  several  concepts. The present  paper  a t tempts  to res ta te  
the  conflicting concepts and assumptions now current,  and to offer a 
scheme fo r  separa t ing  the various aspects  of dependabil i ty of meas- 
urement.  

The physical scientist  generally has expressed the accuracy of  
his observat ions in te rms  of  the  var ia t ion of repeated observations 
of the  same event. The mean of the squared deviations of these ob- 
servat ions  about  the obtained mean is the "e r ror  variance." This is 
a measure  of  precision or  reliability. I f  for  the present  we regard  
reliabili ty as the consistency of  repeated measurements  of the same 
event  by the same process, two fundamenta l  differences between the 
problem of the  physical scientist  and the psychologist  appear.  The 
physical scientist  makes  two assumptions,  both of which are ade- 
quately t rue  fo r  him. First ,  he assumes tha t  the  ent i ty  being meas- 
ured does not change dur ing the measurement  process. By control- 
ling the relevant  condit ions--and he usually knows what  these condi- 
tions are  and can control them--he can hold nearly constant  the 
length of  a rod or  the  pressure  of a gas. When measur ing a variable 
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quanti ty,  where his assumption is no longer valid, he abandons the 
method of  successive observat ions  and employs instead s imultaneous 
observations.  The psychologist  cannot obtain s imultaneous measure-  
ments  of behavior,  ye t  the quanti t ies  tha t  interest  him are  a lways  
variable and the method of  successive measurements  requires  an im- 
possible assumption.  The psychologist  may  wish to measure  a hypo- 
thetical constant  (apti tude,  or  a l imen),  but  all he can ever  observe 
is behavior,  which is a lways  shifting. I t  is one thing to t e s t  the  ac- 
curacy of measurement  of  a quanti ty,  quite another  to tes t  whe ther  
tha t  quant i ty  is constant.  Judgment  on the second quest ion mus t  
awai t  j udgment  on the first. 

The second assumption of the  physical scientist  is tha t  his meas- 
urements  are  independent.  I f  one rules out his remember ing  pr ior  
measurements ,  this  assumption can usually be made true. Successive 
measurements  of  psychological quanti t ies are  rarely independent,  
however,  because the act  of measurement  may change the quanti ty.  
London ( I0)  has recently described this  difficulty by the  physicist 's  
te rm hysteresis. 

The reliabili ty of  a test  score has general ly been defined in t e rms  
of  the var ia t ion of  scores obtained by the individual on successive 
independent  testings.  Nei ther  the assumption of  constancy of  t rue  
scores nor the assumpt ion  of  exper imental  independence is realized 
in practice wi th  most  psycholo~cal  var.iables; therefore,  the reliabil- 
ity of a test, as so defined, is a concept which cannot be directly ob- 
served. I f  there  is no s tandard  of  t ruth,  it is f rui t less  to  compare  one 
est imate w.ith another  and debate  which is more  correct.  But  by vari-  
ous assumpt ions  which usually cannot  be tested, we obtain usable sta- 
t istics which describe the  test.  Different assumptions lead to differ- 
ent types of coefficients, which are not estimates of eac,h other. In 
part icular ,  as  many  wr i t e r s  have noted, an es t imate  of  the  s tabi l i ty  
of a tes t  score is not  a t  all the  same as an est imate  of the accuracy 
of  measurement  of  behavior  a t  any one instant.  Jenkins  cites Fran-  
zen's comments  on certain physiological measures  which have high 
split-half "reliabil i t ies" and low retes t  "rel iabil i t ies" (6) .  The meas- 
ur ing technique may  be ext remely  accura te  in repor t ing  a biological 
instant  in the life of an individual but  not  measure  a stable character-  
istic of  the in4ividual. 

Both the physicist  and the psychologist  encounter  the  problem 
of observer  error.  In s ight ing through a telescope or  scoring an es- 
say  test, there  is likely to be appreciable constant  and var iable  e r ro r  
in observing. I f  one compares  several judgments  by  the same ob- 
server,  he includes the variable  errors  of observat ion with the er rors  
of  measurement .  Hence, he studies the  reliabil i ty of  " th is  measur ing  
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ins t rument  used by this man."  If  scores obtained by several observ- 
ers in  simultaneous measurements  are pooled for comparison, the 
constant  error  of each man is included as a source of variation. This 
procedure studies the reliability of " this  measur ing ins t rument  used 
by different men." Since the human takes part  in the measurement,  
one cannot study the reliability of an ins t rument  apar t  f rom the men 
who use it. 

Types of "Reliability" 

I t  is known tha t  
0.e 2 

rtt = 1 --  - -  ( I )  
O.t 2 ' 

where rtt is the reliability coefficient, 0.j is the hypothetical e r ror  
var iance-- the mean of the squared deviations of all obtained scores 
for  each person f rom the mean obtained score for  tha t  person--and 
0.t 2 is the variance of the scores of  all persons on all the hypothetical 
independent trials. 

I t  is convenient to consider the possible definitions of er ror  of 
measurement  in terms of variance. Using a bi-factor pa t tern  to de- 
scribe a test,* the variance of scores f rom a single test ing may be 
expressed as follows: 

-0+0.I:+ " ' +  2+  ~ + . . . + 0 . , / _ , + o ~ .  (2) O"12 ~ 0.92 "~-- 0./'1 " 0.81 0.*~2 tl 

The terms have the following meanings:  

~12 is the variance of obtained scores; 

ag 2 .is the variance in the general factor  ( i f  any)  represented in 
the test  items ; 

0.i, ~ , ~/~, e t c . ,  are the respective variances in the orthogonal group 

factors  of undetermined number,  each of which is represented in two 
or more i tems;  

0.~, 0.~", e t c . ,  are the respective "specificit ies" of the n i tems--  

the par t  of  the reliable variance of scores on the .items which cannot 
be assigned to common fac tors ;  and 0.J like the residual variance.  

The referents  for  these factors  may be i l lustrated in a hypo- 
thetical  examinat ion in psychology. The general fac tor  might  include 
general knowledge of psychology, reading ability, motivation, and 

* Another factor pat tern could be assumed without changing the basic argu- 
ment (4, 7-9, 107). 
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other  characterist ics.  Group factors  might  be related to knowledge 
of  separa te  topics, mathematical  skill required in only a f ew  i tems,  
and so on. Each item taps, in addition, some specific knowledge not  
demanded by other  items. The specifici ty var iance accounts  fo r  in- 
dividuaI differences in these elements. The remaining var iance  may  
include momenta ry  inattention,  guessing, and o ther  random elements. 

Fo r  reference,  the  formula  will be rewr i t t en  thus:  

+ Z + Z + (3) 

Consider now the scores obtained f rom a series of  independent  
measurements  of  the same individuals using the same test.  

at ~ = o 2  + E ~  + E a 2 _ - ~ E a ~ . + E E , 7 ) + E E a  2 + a ~ .  (4) 

~t ~ is the  variance of  all obtained scores about  the  grand mean ;  

~ is the variance of the mean general  fac tor  scores of  all indi- 
g z  

viduals about  the mean for  all individuals-- the between-persons  vari-  
ance in g;  

a'-' is the between-persons variance in a group fac tor ;  
Y; 

~2 is the between-persons variance in specificity on any i tem; 

R , ~  is the sum over individuals of  the var iances  of the general-  

fac tor  scores for  each individual about  the mean for  tha t  individual--  
the within-persons var iance;  

E a/~ and Y~ R a ~  represent  the corresponding within-persons 

var iances  in the group fac tors  and specificities, respect ively;  and 

, ~  is the  residual var iance.  

The between-persons variances represent ,  as in the case of the 
single trial, individual differences in the factors .  The wi thin-persons  
var iances  represent  instabi l i ty  of  scores fo r  each individual, as  a re- 
sul t  of  changes f rom tes t  to test.  

These formulat ions  pe rmi t  an exact  s t a tement  of  w h a t  a "reli- 
abil i ty coefficient" represents .  Apparent ly  a t  least  fou r  fundamen-  
tally different  meanings of reliabili ty are  current :  

(1) The "e r ro r  var iance"  may  be permit ted  to include, in equa- 
tion ( 4 ) ,  the te rms  ~ ~g~, R ~ ~/~, RF~ ~ , and a~ .  Tha t  is ,  .insta- 
b i l i ty  is regarded as an e r ro r  of  measurement .  This  is the  coefficient 
defined by the correlation f rom repeated independent  adminis t ra t ions  
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of the same test. The assumption of constancy is made, since any 
change of score from trial  to tr ial  is t reated as an error  of measure- 
ment.  I f  that  assumption is true, the instabili ty terms vanish, but 
such constancy in all the behaviors a test measures is highly unlikely. 

(2) The "er ror  variance" may be permitted to include, in equa- 
tion ( 4 ) , t h e t e r m s Z ~  , F ~  , F . F ~  , E Z ~  , a n d  ~ .  Both 

instabil i ty and specificity are t reated as errors.  This is the "reliabil- 
i ty"  defined by the correlation between successive independent admin- 
istrat ions of equivalent tests. Because d.ifferent items are used in 
prepar ing equivalent forms, the specific-factor scores of individuals 
on the two tests will be uncorrelated. These, therefore,  contribute to 
changes in score and are t reated as error. I f  the tests do not repre- 
sent the same group factors, at  least par t  of F~ a ~ is also added to the 

- -  5 

error  variance. 

(3) The "er ror  variance" may be permit ted to include in equao 
" "re l iablhty  the cor- tion (3 ) ,  the terms ~- and , ~ .  This defines . . . .  as 

relation between two equivalent tests administered simultaneously. 
Instabi l i ty  is excluded f rom consideration, and no assumptions of con- 
s tancy are made. Specific-factor variances are included in errors of 
measurement.  Depending on the degree of  equivalence, par t  of the 
group-factor variance may also be t reated as error. 

(4) The "er ror  var iance" may be restricted, in equation (3),  
to the te rm ~ .  This is "rel iabi l i ty" defined as the self-correlation of 

a test  (see below). No assumption of constancy is made, and inde- 
pendence is not involved. The specific factors  remain the same f rom 
test to test  and are added to the true-score variance. All real vari- 
ables measured by the test  are  t r ea t ed  as quantit ies estimated, not as 
errors.  

I t  may  now be helpful to restate  these definitions and to give 
them names for  reference. 

Definition (1):  Reliability is the degree to which the test 
score indicates unchanging* individual differences in any 
traits. (Coefficient of stability).  

Definition (2) :  Reliabitity is the degree to which the test 
score indicates unchanging individual differences in the gen- 
eral and group factors defined by the test. (Coefficient of 
stability and equivalence). 

* Th i s  m a y  be modified by r e q u i r i n g  c o n s t a n c y  over  some specified per iod  
(one year ,  one day,  etc.} 
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Definition (3 ) :  Reliability is the degree to which the test 
score indicates the status of the individual at the present in- 
stant in the general and group factors defined by the test. 
(Coefficient of  equivalence). Internal  consistency tests  a re  
general ly measures  of  equivalence. T h e s e  coefficients pre- 
dict the  correlat ion of  the tes t  wi th  a hypothet ical  equiva- 
lent test ,  as like the first tes t  as the par ts  of  the  first t es t  
a re  like each other. 

Definition (4 ) :  Reliability ,is the degree to which the test 
score indicates individual dif]erences in any traits at the 
present moment. (Hypothetical self-correlation). 

These names  are  open to criticism, and be t te r  suggest ions are  in or- 
der. The impor tan t  th ing is to recognize tha t  in the pas t  all four  of 
these and many  approximat ions  to them have been called " the  reli- 
abi l i ty coefficient." No one of these is the  "r~gh,t" coefficient. They 
measure  different  things, and each is useful. Wha t  is impor tan t  is 
to avoid confusing one wi th  another,  and using one as an es t imate  of 
another.  I t  may  be noted tha t  reliabili ty of a test  can only be dis- 
cussed in relation to a par t icular  sample of  persons. 

The components  of e r ro r  variance under  each def in i t ion imply 
tha t  in practice some coefficients will be larger  than others  for  a giv- 
en test, I f  s tabi l i ty  is not perfect ,  and if  i tems contain some spe- 
cificity loading, the hypothetical  self-correlation will be greatest ,  and 
the coefficient of  s tabil i ty and equivalence will be the smallest  of  the  
four.  

As Kelley states (7) ,  the concept of rel iabil i ty Js meaningless un- 
less one postulates that  two measures  of the same funct ion exist. 
They may  be succe~ive  measurements  of  a stable event, or simul- 
taneous measurements  of a unique event.  Bu t  in regard  to the  non- 
repea t ing  event  which can be observed only once, rel iabil i ty has only 
a theoretical  interest.  In fact,  i f  one accepts a determinist ic  position, 
there  is no "error" in a measurement  of  a unique event. The stu- 
dent 's  responses and his score are determined by many  forces, and 
we do not  know wha t  they  are ;  bu t  the  resul tant  of  these forces ~s a 
par t icular  act, and the act  itself, a t  this ins tant  and wi th  these par-  
t icular  forces, is perfect ly  reliable. "Chance"  and "e r ro r "  are  merely 
names we give to our ignorance of  wha t  determines  an event. 

All methods  of  s tudying reliability make  a somewhat  fallacious 
division of  var iables  into "real  var iables"  and "er ror . "  I t  is prob-  
ba ly  more  correct  to conceive a continuum between the ins tantaneous  
behavior  wl~ich has  an infinitesimal period, through states  of longer 
duration,  to the  vir tual ly constant  individual differences. A tes t  scere 
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is made up of all these " rea l"  elements, each of which could be per- 
fectly predicted i f  our knowledge were adequate. Reliability, accord- 
ing to this conception, becomes a measure of our ignorance of the  
real factors underlying br ief  fluctuations of behavior and atypical 
acts. Perhaps a new statistical method based on the non-Aristotelian 
conception of a continuum of realities will some day permit  us to 
avoid the troublesome a t tempt  to divide the continuum into " rea l i ty"  
and "er ror . "  

For  the present, it  appears to be necessary to retain the artificial 
separation. In th inking about the self-correlation of a tes t - - the  con- 
sistency with  which it measures whatever  it measures--we may class 
as chance effects all variables whose period of variat ion is shorter  
than  the t ime required to take the test. Momentary  fluctuations are 
therefore  "errors ,"  but shif ts  in fatigue, set, or skill having a longer 
cycle are possibly w o r t h  measuring. 

Techniques of Estimation 

Each method used in the past to s tudy "rel iabi l i ty" may be asso- 
ciated with one of these definitions. The procedures requir ing more 
than one tr ial  will be discussed first. 

Retest method. The retest  method calls for  giving the same test 
twice to the same group. The tr.ials are supposed to be independent, 
but this may well not be true. Shif t  in relative scores is always treat-  
ed in the er ror  variance, not the true-score variance;  the retest co- 
efficient is therefore  an est imate of the coefficient of stab.ility. Fail- 
ure to a t ta in  independent tr ials may make the estimate too high or 
too low. 

Gut tman (3, 263), in a complete reconsideration of reliability 
theory, defines reliabili ty in terms of the stabil i ty of individual d i g  
ferences dur ing a large number  of " independent"  retests. He shows 
tha t  the reliability thus defined (a coefficient of stabili ty) may be 
est imated by the correlation between two independent trials. His def- 
inition of independence will be discussed below. 

Equivalent tests method. Two "equivalent"  or "parallel"  tests 
may be given, wi th  any interval between, and their  correlation de- 
termined. Exper imental  independence is assumed, despite the effect 
experience with one form may have on the second. Constancy is as- 
sumed, and all shif ts  in relative score are treated in the error  vari- 
ance. Specific-factor variances are t reated in the error  variance. This 
is therefore  an est imate of the coefficient of Stability and equivalence. 
Because the assumption of independence cannot be tested, it is never 
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known whether the estimate is high or low. To interpret a coefficient 
involving equivalence, one must know how the tests are equivalent. 
If the tests are alike only in the general factor, group-factor vari- 
ances are included as error, and the coefficient reflects the extent to 
wh'ich scores are determined by a stable general factor. Parallel tests 
should ordinarily have the same general and group factors. Were 
items in the two forms matched to test the same specific items of in- 
formation or skill, the equivalent tests might to some degree include 
the same specific factors. The specific factors in the two tests could 
not be completely the same, however, unless the items were identical. 
The coefficient of equivalence is a property of a pair of tests and will 
vary according to the kind of similarity established in equating the 
tests. To the degree that  parallel tests have the same general and 
group factors, the coefficient indicates the stability of performance 

i n  the general and group factors. 

The split-half method. The widely used split-half method requires 
the correlation of half the items in the test with the remaining items. 
Cronbach has studied the effect of various splits upon the resulting 
coefficient (1) and has suggested the use of parallel splits, in which 
the two halves are made nearly equivalent (2). In the parallel split, 
each part  represents the general factor and the group factors of the 
original test as well as possible. The half-tests should have equal 
standard deviations. The procedure makes no assumption of con- 
stancy, but does include the specific-factor variance as error  variance. 
The split-half estimate is a coefficient of equivalence, estimating the 
correlation of simultaneously administered parallel tests, as like each 
other as are the halves of the test given. Any failure in splitting to 
obtain equivalent halves will tend to lower the correlation obtained. 
An assumption of experimental independence is made in considering 
the split-half correlation an estimate of the parallel-test correlation. 
In testing by parallel tests, the performance on one form is presum- 
ably independent of performance on the other. When items are pre- 
sented together, however, there is always the possibility of spurious 
inter-item correlation due to item linkages and brief  fluctuations of 
mood and attention. 

Most random or odd-even splits do not represent all factors 
equally in both halves. If  the assumption of experimental indepen- 
dence were valid, the correlation would therefore be an underestimate 
of the coefficient of equivalence. Guttman (3, 260) states that the 
corrected split-half coefficient is always a lower bound to "the reli- 
ability coefficient," no mat ter  how the test is split. He cautions that  
this inequality is t rue only for an indefinitely large sample of per- 
sons. Sampling errors in practice preclude taking as one's coefficient 
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the largest of man~ trial split coefficients. Guttman defines reliabil- 
ity in terms o£ repeated independent trials of the same (not equiva- 
lent) tests. By this definition, the split-half estimate, including spe- 
cificity as an error of measurement, is a low one. The coefficient of 
equivalence is a conservative estimate of the hypothetical self-corre- 
lation. 

The assumptions of the Spearman-Brown formula have been 
stated in various ways, and this has led to some confusion as to the 
applicability of the formula. The derivation hypothecates equivalent 
tests and predicts their correlation from the correlation of equivalent 
half-tests. Equivalence is the only assumption made, and in the deri- 
vation equivalence is defined by requiring equal standard devia- 
tions of the half-tests and by requiring that  the hypothetical equiva- 
lent tests be just  as similar as the half-tests (r~b ~ r~A - -  ~'b8 ~-- tAB). 
This defines equivalence so that  all tests have the same common factor 
composition. It makes no direct assumption of the equivalence of pairs 
of items or of the unit-rank among the item intercorrelations. 

The items of a test may be considered as a sample of some larger 
population. One may define the purpose of the test in terms of the 
population of items to be measured; the test fulfils this purpose inso- 
far  as the items are a representative sample of the population. Alter- 
natively, one may consider the test as defined by its items, and think 
of the population as the entire g roup  of items of which the sample 
is representative. The coefficient of equivalence (obtained by the 
parallel-test or internal consistency methods) correlates two samples 
of items and indicates the extent to which the variance in each may 
be attributed to common factors. The extent of common-factor load- 
ings is the extent to which test  scores are determined by "the popula- 
tion variable." I f  the samples to be compared must be representative, 
rather  than random, it is necessary, in split-half procedures, to use 
the parallel split or a split according to a table of specifications. 

The Kuder-Richardson formulas. A radical reformulation of the 
reliability problem was offered in 1937 by Kuder and Richardson (8). 
They proposed several alternative formulas which have been widely 
adopted. The original derivation has been criticized because of the 
numerous assumptions made, but other writers have developed the 
same formulas more directly. Perhaps the simplest derivation was 
published by Jackson and Ferguson (5, 74). They define reliability 
as a coefficient of equivalence, equivalence being defined by requiring 
that  the two tests have equal variances and that the mean inter-item 
covariance within each test be equal and equal to the mean inter-item 
covariance between tests. I f  these assumptions are satisfied, the 
Kuder-Richardson formula (20) is an exact estimate of the coefficient 
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of equivalence. This condition is a reasonable one when the items of  
a tes t  are  considered as d rawn  f rom a populat ion of i tems all meas-  
ur ing a single general factor.  I f  group fac tors  a re  present,  even 
though the  two tests  measures  these group fac tors  equally, then,  

r~ ~i5"~ ~ r~, b',Sj. ,* and the Kuder-Richardson formula  gives a con- ) 
servat ive  est imate  of  the coefficient of  equivalence--how conservat ive  
one does not  know. 

The Gut tman lower bounds. The latest  s ta tement  of  the problem 
is tha t  published by Gut tman in 1945 (3) .  He  deIives six formulas  
for  es t imat ing a coefficient f rom data obtained on a single test ing,  
all the es t imates  being lower than the " t rue  reliabil i ty" if the sample 
is sufficiently great .  His es t imate  L3 is identical to tha t  f rom Kuder-  
Richardson formula  (20),  al though the der ivat ions  are  diss imilar .  
His L4 is equivalent to the  split-half coefficient. L2, which uses item 
covariances,  is an original formula more  difficult to compute  than L:~, 
and L , .  L , ,  L~, and L6 are  expected to have little practical  importance.  

Gut tman defines e r ro r  as the  var ia t ion of  the  score  of a person 
over a universe of independent  tr ials  wi th  the  same test .  His  crucial 
assumption,  C~ (3, 265-266), defines independence so that  the score 
of a person on any  i tem on any tr ial  is exper imental ly  independent  
of  his scores on any other  items. In practice, changes in motivation,  
function shift,  and other  variables  cause i tems adminis tered together  
to vary  together.  Gut tman classes shif ts  in the var iables  measured  
as errors  of measurement  and there fore  is es t imat ing a coefficient of 
s tabi l i ty  when he demonst ra tes  tha t  the correlat ion be tween two in- 
dependent  t r ials  on a large population may  be taken as equal to " the 
reliabili ty coefficient" (3, 268).  

In der iving lower-bounds formulas,  Gut tman deals wi th  hypo- 
theticaI independent  re tes ts  in which the mean covariance of  two  
i tems within  .trials equals the  mean covariance of  the  same l tems be- 
tween trials. Beyond this  he makes no assumption.  His  definition of  
independence requires  tha t  there  be no sh i f t  in the  var iables  meas-  
ured between t r ia ls ;  i.e., t ha t  the  hypothetical  t r ials  be  simultaneous.  
Since he  is using identical tes ts  simultaneously,  he has  defined reti- 
abi l i ty  as the hypothetical  self-correlation. His  formulas  lead to un- 
deres t imates  of  tha t  coefficient. 

One may  s tudy the effect on Gut tman 's  results  i f  his assumpt ion  
of  independence within t r ia ls  is denied. This may  occur when one 
i tem influences the  answer  to another  by  giving a clue, by  causing 
encouragement  or discouragement,  or  by  set t ing up a pa t te rn  among 

* i.e., the  mean  in te r - i t em covar iance  wi th in  t e s t s  is less t h a n  the  mean  in te r -  
i tem covar iance  between ~ s t s .  
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the responses. In the derivation of L~, the assumption leads to dis- 
carding a positive covariance term from the right member of (28). 
As a consequence, ~, and L~ are greater than they would be without 
the assumption, and may overestimate the hypothetical self-correla- 
tion as defined. In the derivation of L.., L3, and L4, the assumption 
is felt in (25), where a positive covariance term is dropped from the 
right member. Without the assumption, 

~'.~j; > ~'~-y.~. , g --/: j ,  

and the inequality given in (37) may not hold. The remainder of the 
derivation therefore may lead to estimates higher than the hypotheti- 
cal self-correlation, if the assumption of experimental independence 
of items does not hold. 

This weakness is common to all estimates of reliability based on 
a single trial. Lindquist (9, 219) paints out that in the split-half 
method the two halves are falsely assumed to be experimentally inde- 
pendent, and therefore he considers the split-half estimate spuriously 
high. [He, however, defines reliability as what we have called the 
coefficient of stability and equivalence (9, 216)]. In the Kuder-Rich- 
ardson formula, as derived by Jackson and Ferguson, the same as- 
sumption of independence is made when the mean inter-item covari- 
ante  between tests is taken as equal to the mean covariance within 
tests. If  motivation, response sets, and other factors common to per- 
formance on the various items of a trial are considered part  of the 
general or group factors measured by the test, their contribution to 
the inter-item correlation within a trial is rightly included in the 
estimate of accuracy of measurement. But momentary variations 
which cause random changes in item covariance should not be per- 
mitted to raise the estimate obtained. Any estimate of self-correla- 
tion or equivalence based on a single trial may be higher than the 
hypothetical self-correlation. It may be treated as a conservative or 
exact estimate only if we are willing to assume that  the response to 
each item is an independent behavior, related to response on other 
items only because of significant conditions in the person tested. 

Guttman makes the point that  his split-half formula 

L . - - 2  (1 s~+s"~) (5) 
8t 2 

is superior to the Spearman-Brown formula in that it does not assume 
the two half-tests to have equal variance. His formula can be derived 
as an estimate of the coefficient of equivalence, according to the usual 
proof of the Spearman-Brown formula, except that  equivalence is de- 
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fined so that  a~,+~ ~ ~A+B, and r ~ a ~  -~ "~'(,BO'~tO'B ~ rAba.4E % ~ rbttgbO" B 

r~ba~ab. This leads to a formula identical to Guttman's, or an equiva- 
lent form previously derived by Flanagan (see Kelley, 7) which is 
less readily computed. Values obtained using this formula are small- 
er (usually by a small amount) than the values from the Spearman- 
Brown formula, except where s,, : s ~ .  It appears that  th.is formula 
should replace the Spearman-Brown procedure. 

S u ~ t m ~  
Four possible definitions of "reliability" have been considered. 

The hypothetical self-correlation requires independent simultaneous 
identical tests. For  psychological variables this is a hypothetical sit- 
uation, and no one has found an unbiased estimate of this coefficient. 
Guttman's formula L~ would be a conservative estimate of the hypo- 
thetical self-correlation, save for the necessity of assuming that  re- 
sponses to one item are not influenced by responses to another item. 
Guttman's L~ is ordinarily greater than the estimate from the Kuder- 
Richardson formula. 

The coefficient of equivalence is lower than the hypothetical self- 
correlation. Kuder-Rlchardson formula (20) is an exact es t imate  of 
the coefficient of equivalence for tests where the item intercorrelation 
matrix has ra_~k one; otherwise the estimate is conservative. This, 
however, like all estimates of equivalence, assumes experimental in- 
dependence of items within one trial. The parallel-split method gives 
an estimate of the coefficient of equivalence. For  an ideally large 
population, the highest split-coefficient is the best estimate, and esti- 
mates from other splits are conservative, save for the failure of in- 
dependence of items. 

The coefficient of stability is lower than the hypothetical self- 
correlation. It  is estimated by the test-retest correlation, but carry- 
over from one test to another may cause the estimate to be faulty. 

The parallel-tests correlation is an estimate of the coefficient of 
stability and equivalence. It  may be unduly high if the two tests are 
not experimentally independent. Otherwise, the estimate will ordi- 
narily be lower than the coefficient of stability or the coefficient of 
equivalence. 

A simple table may indicate the different meanings of the var.i- 
ous procedures. In Table 1, checks indicate the variances which are 
included in the error  of measurement, according to each procedure. 
In the absence of sampling error, any estimate of reliability is less 
than the hypothetical self-correlation, assuming experimental  inde- 
pendence. Every procedure assumes either the experimental indepen- 
dence of trials or of items within the trials. This condition is rarely 
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satisfied, and any obtained coefficient may  the re fo re  be h igher  than  
the coefficient supposed to be obtained. 

T A B L E  1 

Variances Included in Error Variance of a Test, According to 
Various Formulations of the Reliability Problem* 

Test-Retest x x x x 
Parallel Test x x x x x 
Parallel Split x x 
Random Split x x x 

Kuder-Richardson (20) x x x 
G u t t m a n  L o x ~  

Hypothetical Self-Correlation x 
Coefficient of Equivalence x x 
Coefficient of Stability x x x x 
Coefficient of Stability 

and Equivalence x x x x x 

* An  z indicates tha t  the var iance indicated is included i n  t h e  error  of  measurement  by the pro- 
cedure or  definition listed at  the left. 

In equations (31) and (43), Gut tman sets up inequalities which overest imate the item e r r o r  
variance.  

Practical Implications 
No one "bes t"  es t imate  of  rel iabil i ty exists. I f  one could validly 

make  the  assumption of  s tabil i ty between trials,  and independence of  
t r ials ,  the  tes t - re tes t  corre la t ion would be sa t i s fac tory .  Frequent ly  
we mus t  re ly  on single-trial  est imates.  Gut tman ' s  L~ or  a parallel- 
split  used with his L3 will in general  give the  h ighes t  coefficients. 
Where  the  tes t  measures  a single factor ,  the Kuder-Richardson for-  
mula  (Gut tman ' s  L, )  should be as useful as the  o ther  two procedures.  

In many  si tuations,  i t  is appropr i a t e  to seek a coefficient o ther  
than  the hypothet ical  self-correlation.  In cor rec t ing  for  a t tenuat ion,  
any  of  the  coefficients described in this  paper  may  be appropr ia te .  
Following the lead of  Remmers  and Whisler  (11),  one may distin- 
guish between the " t rue  .instantaneous score" in a variable ( re la ted 
to  the self-correlat ion or the  coefficient of  equivalence) and the " t r ue  
score"  in a t r a i t  ( re la ted to the  Coefficient of  s tabi l i ty  or  of  s tabi l i ty  
and equivalence).  Sometimes one wishes to know the correlat ion be- 
tween t r ue  scores in two t ra i t s  postulated as stable over a period of 
t ime- - " soma to type"  vs. " t e m p e r a m e n t "  is a typical problem. He re  
the  appropr ia te  coefficients fo r  use in the a t tenuat ion  formula  are the 
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coefficient of stability (if the trait  is defined operationally by a spe- 
cific test) or the coefficient of stability and equivalence (if the trai t  
is defined by a family of similar tests).  Other problems call for study- 
ing the relation between true instantaneous score in one variable 
(such as an aptitude test) and true score in another defined as stable 
(such as job performance).  For this, the reliability of the former 
score would be based on a coefficient of equivalence (since the hypo- 
thetical self-correlation is not known), and the reliability of the lat- 
ter  would be based on one of the coefficients involving stability. The 
third possibility, and one of much theoretical importance, is a prob- 
lem regarding true instantaneous scores in two variables, such as 
mood and performance. The correction for attenuation here requires 
use of two coefficients of equivalence. 

Similar reasoning applies to the problem of estimating the sig- 
nificance of changes in test score. If  the identical test is given both 
times, the coefficient of stability is appropriate. The hypothetical self- 
correlation, i f  known, would test  whether a significant change in be- 
havior had occurred, although this change might be due to normal 
diurnal fluctuation. The coefficient of stability tests whether the 
change is greater than that "normally" to be expected due to function 
fluctuation. If  growth is measured by equivalent tests, a coefficient 
of  equivalence, or of stability and equivalence, is relevant. 

In  evaluating a test, edl four coefficients are of interest. For  
most purposes, one wishes to measure stable characteristics, so that  
a coefficient of stability is needed. For research purposes, however, 
a test having high instantaneous self-correlation or equivalence and 
low stability may be very satisfactory. 

The coefficient of stability is an abstraction; in reality, there is 
an indefinitely large number of such coefficients, corresponding to 
various time intervals between tests. For meaningful use of such a 
coefficient, it must be defined as "the coefficient of stability over one 
week," or the like. The coefficient also depends on the conditions af- 
fecting the subject between testings. Strictly speaking, a coefficient 
of stability may be carried over to a new situation only when the time 
interval and the con4itions between testings are similar to those un- 
der which the coefficient was obtained. The coefficient of stability 
would be better understood if research were available showing how 
the coefficient varies with increasing time lapse. 

The following recommendations result from the analysis made 
above. 

1. Reliability for psychological measurement can never be ob- 
served as in the physical sciences, where variables are practically 
constant and non-hysteretic. All estimates of reliability require as- 
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sumptions unlikely to be fulfilled. 
2. Several coefficients numerically less than the hypothetical 

self-correlation can be estimated. A distinction between these vari-  
ous coefficients should be made;  the wri ter  proposes the names coef- 
ficient of equivalence, coefficient of stability, and coefficient of sta- 
bility and equivaience. 

3. The coefficient of equivalence may  be estimated by the par- 
allel-split method, using formula  (5),  Gut tman ' s  L , .  The Kuder- 
Richardson formula  (20) underest imates  this coefficient unless the  
test  item mat r ix  has rank,one.  Gut tman ' s  L~ gives an underest imate 
of the hypothetical self-correlation which may or may not be h igher  
than the coefficient of equivalence. All estimates of retiability or 
equivalence based on a single tr ial  assume tha t  test  items are experi- 
mental ly independent. To the extent  tha t  this  is untrue, est imates 
may be erroneously high. 

4. The coefficient of stabil i ty may be est imated by the test-re- 
test  method, with an undetermined er ror  due to fai lure of indepen- 
dence. The coefficient of s tabi l i ty and equivalence may  be est imated 
by the correlation of parallel tests, wi th  a s imilar  error.  

5. In describing a test, the author  should provide separate es- 
t imates  of the coefficient of equivalence and the coefficient of stability. 
The time interval used in obtaining the coefficient of stabitity should 
be reported. I f  there are  multiple forms, the coefficient of stabil i ty 
for  each should be given. 

6. In practice, the coefficient of  equivalence or the coefficient of 
stabil i ty may be used meaningful ly  where  the  reliability coefficient 
is called for. The coefficients are  not  interchangeable and have dif- 
fe ren t  meanings  in corrections for  at tenuation,  s tandard errors of 
measurement,  and like applications. The hypothetical  self-correlation, 
showing the extent  to which a test  measures  real but  possibly mo- 
men ta ry  differences in performance,  is more impor tan t  to the theory 
of  measurement  than  to the practical use of  tests. 
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