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A coefficient of selective efficiency is proposed which can be use- 
fully applied to selection problems involving the evaluation of the 
validity of (1) dichotomous predictors and (2) continuous predic- 
tors at  a par t icular  or at successive points of  cut. Previously the 
author has shown that  the product-moment correlation can be 
interpreted as a direct index of selective efficiency if the distribu- 
tion forms of the criterion and the predictor are similar and the 
regression of the criterion on the predictor is linear. The coeffi- 
cient proposed in the present article may be employed to evaluate se- 
lective efficiency of a continuous predictor at par t icular  points of 
cut even when these assumptions are not tenable or are not appli- 
cable. It also is demonstrated that  the proposed coefficient of selec- 
tive efficiency may- -wi th  somewhat simpler and more generally ap- 
plicable assumptions than those required in deriving the conven- 
tional formula--be  employed as a substitute for the biserial corre- 
lation coefficient. 

In a previous paper (1), the author demonstrated that the prod- 
uct-moment correlation coefficient could be interpreted as a direct in- 
dex of selective efficiency. Selective efficiency was defined in that  
paper as the gain over random selection in mean criterion score 
achieved by selecting with the given predictor, divided by the gain 
that  would have been achieved with perfect selection or selection on 
the criterion itself. This definition resulted from a logical examina- 
tion of the objectives of selection and was regarded merely as one 
step in the solution to the problem of determining the proper inter- 
pretation of a product-moment validity coefficient. It was, however, 
briefly indicated in a footnote to this paper that  this definition pro- 
vided the basis for deriving a new biserial correlation coefficient. 

Subsequently, it has seemed evident to the author that this defini- 
tion also provided a direct basis for a coefficient with quite general 
application in estimating selective efficiency. It may, in other words, 
be applied in situations in which the assumptions required to demon- 

*The opinions expressed in this paper are those of the author and are not to 
be interpreted as representing official Department of the Army policy. 
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strate that  the product-moment correlation coefficient is an index of 
selective efficiency do not apply. 

In the  present paper, this coefficient of selective efficiency-- 
which will be designated S--will be derived as a substitute for the 
biserial correlation coefficient. The argument for direct application 
of S as an index of selective efficiency will also be presented, together 
with some indication of situations in which it will prove useful. 

A distinction between what is desired in a biserial correlation 
coefficient and what is desired in a coefficient of selective efficiency 
should be made explicit before these two separate problems are ap- 
proached. A biserial correlation coefficient is an estimate of a product- 
moment coefficient, an indication of the product-moment coefficient 
that  would have been obtained if the dichotomous variable were con- 
tinuous. The significance and interpretation of the coefficient vary 
according to the goodness with which it estimates the product-moment 
and as the significance and interpretation of the product-moment co- 
efficient vary. The problems involved in deciding whether to use and 
how to interpret such a coefficient are largely mathematical in na- 
ture and have to do with assumptions involved in the derivation of 
the biserial and in the derivation of the product-moment coefficient. 

O n  the other hand, S as a coefficient of selective efficiency has 
been developed with the specific objective of measuring the efficiency 
with which a predictor will accomplish the objectives of selection. 
The absence of restrictive assumptions in its derivation allows gen- 
eral application within the general area of validation studies where 
a coefficient of selective efficiency is usually required. 

In general, it is probably true that statistical formulas are not 
developed with the primary objective of providing interpretations 
most meaaingful for a research worker having problems peculiar to 
a given area of research. The formula is more apt to be developed 
as an expression of certain mathematical relationships. In the deriva- 
tion, assumptions-often highly limiting in nature--are  introduced as 
necessary to the development of the given formula. Applications are 
sought at a later date. Very often it is found that  the assumptions 
are so restrictive that  the coefficient can legitemately be used in only 
a small proportion of certain types of applications. In other instances 
the coefficient may have legitimate application but may not provide 
the interpretation needed. 

Derivation of the Conventio~val Biserial 

I t  should help in fur ther  discussion if, first of all, we consider a 
derivation of the conventional biserial formula. 
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The following notation will be employed in this derivation and 
throughout  this paper.  

X -  the dichotomous variable. 
X' - -  a hypothetical  continuous variable corresponding to X. 
Y -  the continuous variable  in raw score form. 

Zx , ,  Z y -  the s tandard  score fol~n (mean of  zero, and S.D. of 
one) of X' and Y, respectively. 

Px--  proport ion of cases in the  upper  c~tegory of  X. 
u - -  a subscr ipt  indicating that  the symbol i t  modifies re- 

fers  to those cases in the upper  category of  X. 
v -  a subscr ipt  in4icating tha t  the  symbol it modifies re- 

fers  to those cases in an upper  category of  Y 
equal in number  to those in the upper  category 
of  X. 

The three assumptions involved in this derivat ion of the conven- 
tional biserial formula are:  

a. A continuous variable underlies the obtained dichotomous 
variable X. 

b. The regression of the  continuous variable, Y, on X' is linear. 
(We might  note here tha t  as a consequence of this assumption 
of l inearity predicted Y values for  any given X' value will 
fall on the regression line and, in addition, the predicted Y 
value for  any linear combination of X' values will likewise 
fall on the regression line.) 

c. The distr ibution of X' is normal. 

Note:  Nothing is directly assumed regarding ,the distr ibution of 
the continuous variable, Y, or regarding the regression of X' on Y. 

The regression of  Y on X' may  be expressed as 

Zy ~ rx,y Zx , .  (1) 

The Z r  of (1) is both the predicted value of Zy for  the Zx, value 
of  a given individual and the mean of the Zy values in an X' ar ray .  
Equat ion  (1) will hold in predict ing an individual 's Z r  value f rom 
his Zx, value and any sum of different values since the  regression of 
Y on X' is linear. Hence, with this assumption of  linearity, Equat ion 
(1) may  be employed to predict  Y values for  any individual above 
some point  of cut on X', and the sum total for  all individuals above 
the point  of cut may  be expressed as follows: 

, ,(Z ZY) :=rx,Y ~(Z Zx,) .  (2) 
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The bar over Z in ~ (~Zy)  may be dropped, since in summing over a 
sub-population the errors of estimating individual Zy scores will 
"average out." Dividing both sides by N~, the number above the  
point of cut, and reducing, we obtain 

o r  

~Mzy --  rx,y ~Mzx, (3) 

Thus, with the assumption indicated, r~,y may be estimated as the 
ratio of two means. If  X is dichotomous, ~Mzx, is unknown, but may 

be estimated if it is assumed that  the continuous variable (X') is 
normally distributed. The mean of the tail of t h e  normal curve is 
given by the formula Y/Px,  where Y is the height of the ordinate 
at the point of cut and Px is the proportion of cases in the tail of the 
curve. After  making the indicated substitution in (4) and convert- 
ing to raw scores 

"this _ _  u l ~ y - - M y  Px/Y. (5) 
Y 

This is the conventional form of the biserial. 

Limitations of the Conventional Coefficient; 
Derivation of Alternative Formulas 

An elaboration of the implications of assuming normality of X' 
when Y is not normally distributed will aid in understanding why 
coefficients over unity are obtained with (5), even though the ex-  
plicitly stated assumptions involved in its derivation are satisfied. 

It  is evident that  the assumption of normality in the distribution 
of Zx, coupled with that  of linear regression of Zy on Zx, requires 
that the Zy values predicted from this linear regression line be nor- 
really distributed. As a consequence any lack of normality in the dis- 
tribution of Zy must be accounted for in the distribution of the errors 
of estimation (Zy - -  Zy).  Since there are limits to the extent of the 
influence of the distribution of (Zy - -  Z'~) on the distribution of Zy ,  
particularly when rx,y is high and the variance of (Zy - -  Z~) is small, 
there are apparently situations in which the two assumptions of linear 
regression of Z r  on Zx, and normality of X' are mutually inconsis- 
tent. The appearance of biserial correlations above unity - -  which 
seem to occur with an anormal distribution of Z~---is undoubtedly re- 
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Iated to inconsistency between these two assumptions. In the limiting 
case when the correlation is unity and when the regression of Zy on 
Zx , ,  is linear, it is quite apparent that the distribution of Zx, and Zy 
must be of the same form. If the distribution of Zy is not normal it 
is equally apparent that  at least in this limiting case the substitution 
of an estimate of Mzx --such as Y/P- -mus t  bias rb~, as an estimate 

of r .  Distortion or bias will very probably occur in other than the 
limiting case. While the presence of such bias is stressed, no attempt 
will be made here to trace the exact mechanism or to show the exact 
nature of its effect. 

I f  it is agreed that  the assumptions involved in the derivation of 
the conventional coefficient are unreasonable when the distribution of 
Y is not normal, examination of possible alternative assumptions 
should be of interest. 

Two possibilities are suggested, both of which amount, in effect, 
to equating the distribution form of X' and Y. Firs t  of all it could be 
argued tha t  if normality of ,the X' distribution is assumed, together 
with linear regression of Y on X', Y should also be assumed to be 
normally distributed. In effect, this is assuming bias in the urdts of 
the obtained Y distributions. The implications of such an assumption 
on computation are straightforward. The Y distribution may be nor- 
malized by use of appropriate tables. Additional computational labor 
required to normalize Y would not be excessive, especially if  a con- 
siderable number of biserials were to be computed against each con- 
tinuous variable. The actual computational process would involve de- 
termining the normalized values for the midpoints of the frequency 
intervals by the formula (Y1 ~ Y D / P x ,  where YI and Y~ are heights 
of the ordinates at 'the limits of the class interval as determined from 
the proportions exceeding these points. In the case of the intervals 
at the two extremes of the test, the above formula would reduce to 
Y / P x .  In both instances the P value in the denominator is the pro- 
portion of cases in that  class interval. Since, for a distribution of 
such normalized vah~es, My of (5) would become Mz r or zero and ar 

would become a, r and equal unity, (~) with Y in standard score 

form would become 

rb,8 - -  ,Mzy. P / Y .  (6) 

While Mzy is assumed to be zero and azy to be unity,  it would prob- 

ably be advisable, as a check, to calcula~ the mean and ~ of the nor- 
malized valaes. With a small number of eategories az r may fall be- 

low unity. In this event the value obtained from (6) should be di- 
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vided by the obtained az value to avoid the overest imation of ~i8 
Y 

tha t  would result f rom underest imat ing az~,. 

Exac t  correspondence of  the distr ibution form of X '  and Y is a 
second and possibly the most  plausible of  the several possible assump- 
tions regarding the na ture  of the distr ibution of X' when the distr i-  
bution of Y is not normal. With such an assumption,  symmet ry  of 
the regression lines and of the f requency surface  is plausible when 
the continuous variable is anormally distr ibuted.  This assumption 
leads to the derivation of S as an rb~8 formula.  

The specific assumptions involved in deriving the coefficient S 
are  as follows: 

(a) The dichotomous variable may  be regarded as continuous. 
(b) The regression of Y on X' is linear. 
(c) The distr ibut ion form of X' is the same as the dis t r ibut ion 

form of Y. 

The derivation follows that for the conventional coefficient 
through (4). Equation (4) w411 be repeated here for the convenience 
of the reader. In (4) 

rx,~, = , , M z y / ~ M %  . (4) 

,,Mzy is the mean of the tail of the f requency distr ibution of  Y. I f ,  

a t  this point, we assume tha t  the X' has the same dis t r ibut ion fo rm as 
Y, it follows that  an equal tail of  the X'  dis tr ibut ion would have the  
same mean. Thus ~Mx, - -  vMy, and subst i tu t ing in (4) we  have 

r x , y  : ~ M z y / ~ M z y  . (7) 

Subst i tu t ing  raw scores, reducing, and designating the result ing co- 
efficient S ,  we obtain 

~M~- - -  Mr  
S = (8) 

~M~-- My" 

Computat ions for  (8) may  be made ra the r  rapidly. ~Mr may  be 
computed f rom a f requency distr ibution of Y. I f  large numbers  of 
correlations against  a single cri terion are  being calculated, a table  
of such values may  be prepared for  each possible percentage above 
the cut t ing point  on Y. I t  may, of course, be  necessary to interpolate  
fo obtain ~My for  the appropr ia te  percentile value. Linear  interpola- 
tion would seem sufficiently accurate for  most purposes.  

A computational  exampIe is given below. 
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T A B L E  1 
F r e q u e n c y  D i s t r i b u t i o n  o f  C a s e s  in  t h e  U p p e r  C a t e g o r y  o f  t he  

D i c h o t o m o u s  V a r i a b l e  a n d  o f  t h e  T o t a l  G r o u p  

Y U p p e r  C a t e g o r y  To ta l  G r o u p  
7 2 3 
6 2 5 
5 3 10 
4 3 15 
3 2 10 
2 5 
1 3 
N 12 51 

C O M P U T A T I O N S  

1. My~-~-4 

2. u M y =  [ ( 2 )  7 -t- (2)  6 -~ (3)  5 ~- (3)  4 +  (2)  3 ] / 1 2  
4.91 o r  t he  m e a n  Y v a l u e  o f  t h o s e  e a s e s  in t h e  u p p e r  c a t e g o r y  o f  t h e  

d i c h o t o m o u s  v a r i a b l e .  

3. v M y :  [ ( 3 )  7 -~ (5 )  6 -~ (4)  5 . 3 " ] / 1 2  
6.0'2 o r  t h e  m e a n  Y va lue  o f  t h e  12 cases  se lected a s  h i g h e s t  on  t h e  

c o n t i n u o u s  v a r i a b l e  Y, 12 be ing  t h e  n u m b e r  in t he  u p p e r  c a t e g o r y  

o f  t he  d i c h o t o m o u s  va r i ab l e .  

4.91 - -  4.0.0 
4. S - -  - -  .450 

6.02 - -  4.0.0 
*To obtain vMr we need the average of the 12 eases highes~ on Y. This obviously includes the 

3 cases having Y values of 7, the 5 cases having Y values of 6, and 4 of the 10 cases having Y 
values of 5. If we assume Y to be continuous, and the t0 cases having Y values of 5 to vary unA- 
formly between 4.500 snd 5.499, then the 4 cases highest within this interval can be presumed to 
range between 5.100, and 5.499, with a mid-point of 5.3. 

S as a Direct Index of Predictive Efficiency; Applications to Curvi- 
linear Relations and to Distributions of Predictors 

and Criteria Which Are Not Normal 

In the introduction, i t  was  stressed tha t  S has  direct  meaning as 
a coefficient of selective efficiency apar t  f rom any relation which it  
may  bear  to the product-moment  coefficient of correlation. S is jus- 
tified directly f rom the definition of selective efficiency. It  will be de- 
sirable consequently to review the nature  of the selection process to 
determine exactly its objectives and to insure tha t  the definition chos- 
en is the  most  logical and appropriate .  

By selection we re fe r  to the process of ident i fying by means of  
predictor  variables tha t  port ion of a general population which will 
be found to have high cri terion scores. A predictor  variable is usually 
employed in place of the criterion itself as a selector for  reasons of  
economy or t ime or simply because the cr.iterion values are not ob- 
tainable at  the t ime at which selection must  be made. 
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The nature of an adequate criterion is determined by the objec- 
tives of the organization for which selection is to be made. Thus, in 
an employment situation the objective would usually be increased 
quantity and quality of production; in a school or university, in- 
creased academic achievement. Criteria for the employment situa- 
tions should, then, measure the differential effect of individual em- 
ployees on the over-all productivity of ,the organization. In the school 
situation, academic achievement should be measured. Assuming that  
perfect criteria could be devised, the objectives of selection would 
be maximized by selection on the criterion itself. 

Whatever the means of selection, the average gain achieved by 
selection is the difference between the mean criterion score of those 
selected and the mean criterion score of the total group from which 
they were selected. The latter gives the average or expected on-the- 
job productivity if selection were made at random from the total 
population. The former is the average on-the-job productivity of 
members of the selected group. This means, in other words, that  with 
a given predictor or predictor ba t teryemployed at a given selection 
ratio the above difference in mean values shows the estimated abso- 
lute gain in productivity, per selected individual, resulting from the 
selection process. This value has meaning in its own right. How- 
ever, it is a function of the selection ratio as well as the validity of 
the selection instrument. To obtain an index of selective efficiency of 
a predictor, the increase in productivity obtained with the predictor 
should be divided by the increase over random selection that  would 
have been obtained with perfect (criterion) selection of the same 
number of applicants. This would give the percentage of possible 
gain actually achieved. If  we translate this verbal definition of se- 
lective efficiency into statistical symbols, designating Y as the cri- 
terion, we obtain the coefficient 

S - -  u M y - -  M y  
y y - - M y "  

~My would now be defined as the mean criterion score of those se- 
lected by the predictor and ~2//y as the mean criterion score of a group 
of the same number selected by the criterion. 

It  has already been shown how S may be directly computed, given 
test and criterion scores and the number or proportion of applicants 
to be hired. In addition it  has been shown that  the product-moment r 
is equal to S (1) if the regression of the c~iterion on the predictor is 
linear and the two distribution forms are the same. In stating that  r 
equals S ,  we mean that  this equality will hold no mat ter  what point 
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of cut on the predictor is chosen for computation of S .  There should 
be no problem, then, as to the evaluation of selective efficiency when 
these two assumptions are satisfied; the product-moment r is directly 
applicable. 

While the assumption of linear regression of the criterion on the 
predictor is readily understood, the assumption of equal distribution 
forms implies acceptance of certain principles which should be clari- 
fied. Such clarification is important because the applicability of either 
r or S as an index of selective efficiency hinges upon acceptance of 
these principles. First  of all it is implied that  the criterion distri- 
bution has meaning in its own right or that  the criterion scale units 
represent equal increments of the variable measured. Where the cri- 
terion scale consists of such production units as number of objects 
produced or number of errors made, this assumption is apparently 
quite legitimate. Errors  or objects produced are units having definite 
and standard significance relative to the objective of the selection 
program--improvement of the efficiency of operation of the organiza- 
tion for which selection is made. If ratings are employed as criteria, 
the experimenter will have to decide from knowledge of the particu- 
lar scale whether or not sufficient bias in scale units exist as to make 
this assumption unjustifiable. Unfortunately, it will probably be im- 
possible to arrive at a definite decision. 

To digress for a moment, we might note that a coefficient depend- 
ent upon the assumption of equal scale units has definite advantages 
over coefficients such as the conventional biserial which tend toward 
biased estimates of validity without normality of the criterion dis- 
tribution. (See discussion on page 172). From the viewpoint of the 
objective of selection, the need for normalizing anormal criterion dis- 
tributions before an index of selective efficiency will properly apply 
is equivalent to the necessity of converting to non-meaningful units 
before selective efficiency can be determined. The experimenter is 
faced with the dilemna of being unable to determine selective efficiency 
or of applying a coefficient which will result in a distortion of the 
proper answer to his problem. 

A second implication of the assumption of equal distribution 
forms is that the predictor scale units have no direct meaning for the 
purpose of evaluating selective efficiency. Thus, if the d.istribution 
form of the predictor is the same as that  of the criterion--and the 
regression of the criterion on the predictor is linear--the product- 
moment coefficient may be appropriately employed as an index of se- 
lective efficiency. When r is not appropriate, S should be employed 
to determine selective efficiency at various cutting points throughout 
the range of predictor scores. From the formula for S it can be seen 
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that  the distr ibution form of the predictor  is, in the la t ter  instance, 
ignored. 

This paint  needs little elaboration. We might,  however,  note ,that 
the predictor  dis t r ibut ion form necessary to use of r as an index of 
selective efficiency has no necessary relation to the dis tr ibut ion fo rm 
which will provide maximum predict ive efficiency. The la t ter  prob- 
lem, ~n ¢he case of tes t  scores which are  sums of  dichotomous items, 
is a problem in the  proper  distr ibution of  i tem difficulties. 

When the assumptions of  linear regression and equal distr ibu- 
tion forms are  known not  to be true, or suspected not  to be true,  S 
will provide directly the  desired index of selective efficiency for  par-  
t icular  points of  cut  or  par t icular  selection ratios.  S may  a~lso be em- 
ployed in certain addit ional si tuations where  the  product-moment  
correlat ion is obviously not applicable. Thus, with  dichotomous pre- 
dictors, S provides,  wi thout  the assumptions involved in its derivat ion 
as a biserial  correlat ion coefficient, a direct  index of  selective effi- 
ciency. This  is direct ly evident  only if  the  propor t ion in the  upper  
category of  the predictor  corresponds to the  proport ion selected. How-  
ever, S may  be readily adapted to est imating selective efficiency when 
these two proport ions do not  correspond. This may  be done by  rede- 
fining the number  of cases selected on the criterion, in comput ing 
~My, as the  number  of applicants it is desired to select r a the r  than 
the number  in the upper  category of the dichotomous variable. 

I f  multiple cut t ing scores have been set  fo r  several  predictors,  S 
may  be employed as an index of the selective efficiency obtained when 
a ba t t e ry  of  tests is utilized in this manner.* 

Application of S with dichotomous predictors  or in the case of 
multiple cut t ing scores is not  in need of fu r the r  elaboration. I ts  ap- 
plication to continuous predictors  when r is not  applicable because  of 
non-linear regression or inequality of distr ibution forms will bear  
fu r the r  discussion. 

When the product-moment  correlation coefficient is not appli- 
cable, its inapplicabil i ty means in effect tha t  r would not equal S if  
the la t ter  were  computed for  all points o f  cut  on the predictor.  I t  
follows consequently tha t  these assumptions may  be tested by  com- 
put ing  S for  points  of  cut  covering the range  of  the  predictor.  Such 
computat ions would not  only tes t  the applicabil i ty of  r as an index of  
selective efficiency bu t  would indicate the  extent  of  e r ror  introduced 
b y  employing r as an index of  selective efficiency and allow estima- 
tion of  improvement  in selective efficiency resul t ing f rom choice of  

*For such application ~My is the mean criterion score of those "accepted" 
after application of the multiple cutting score procedure, while vMy is the mean 
criterion score of a group of comparable size selected on the criterion itself. 
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part icular  cutt ing points. I f  several al ternat ive predictors,  or pre- 
dictor composites,  are available, tha t  one most  suitable for  selection 
a t  a predetermined selection rat io could be chosen. With  a predeter-  
mined selection ratio, S may  also prove of value in combining pre- 
dictor variables into a composite. The exact  manner  of its application 
to this problem is not clear. I t  is apparen t  f rom per functory  review 
of the derivation of part ia l  regression coefficients t h a t  it cannot be 
readily proved that  S may  be employed for  computing validity co- 
efficients to be used in multiple regression analysis. However,  if sev- 
eral weighted combinations of predictors were  tried, S could be em- 
ployed to determine that  yielding the highest  predict ive efficiency for  
the  given predetermined selection ratio. 

A plot of par t icular  S values against  the percentage above the 
point  of cut involved, which might  be termed a curve of selective effi- 
ciency, is suggested as an aid in determining whether  or  not  descrep- 
ancies between S and r show systematic  t rends  or  merely chance 
deviations. Such a curve should be useful in deciding upon the se- 
lection ratio and in choosing f rom several possible predictors tha t  
one most suited to selection at a predetermined selection ratio. 

A curve of selective efficiency, as determined by  computing S 
at various points of cut, does not provide information corresponding 
either to that  provided by  eta or to tha t  provided by  fitting a curvi- 
l inear regression line. E t a  provides a single est imate of correlation 
for  the  entire range of the  scatter-plot. A curvil inear regression line 
provides both such an est imate of correlation and the predicted cri- 
terion score for  any given test  score. In actual practice, however,  it 
is usually not desired to select a group having a par t icular  tes t  score 
but  a group above some given test  score. Additional computation 
would be necessary to obtain the mean score of such a group from a 
curvil inear regression line. The coefficient S provides directly the 
information desired in evaluating selective efficiency and should, in 
the author 's  opinion, be preferable  to the al ternat ive mentioned in 
evaluating selective efficiency whenever  curvi l inear  regression of the 
criterion on the predictor  is known or suspected to exist. 

A point  previously made might  be stressed again in this connec- 
tion. Curvilinear regression may be and sometimes is linearized by 
alterations in the  predictor  scales. An equation may be employed for  
this purpose or each predictor  value may  be assigned its actual 
Value. Such converted predictor  scales will maximize the product-  
moment  r .  The S values computed at  various points of cutwil l ,  how- 
ever, be unaffected, since S is computed entirely f rom criterion scores. 
This fu r the r  implies tha t  solution to the problem of obt.aining maxi- 
mum selective efficiency of a composite or weighted sum for  a pre- 
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determined selection ratio cannot be fully solved by altering the scale 
values of t he  component predictors. 

Curvilinear regression lines have not been widely used in prac- 
tice. This is undoubtedly due in part  to the labor required ~n their  
application. It  has often been found, however, that  even with appar- 
ently marked curvilinear regression little improvement is found over 
the predictive efficiency obtained with the best straight-line approxi- 
mation ~o the curvilinear regression line. The author would agree and 
even emphasize the poor expectancy of improved efficiency from appli- 
cation of Curvilinear regression when it ~is desired to predict over 
the entire range of the variables in question. When it is desired to 
employ a definite selection ratio (or a definite point of cut) or when 
it is possible to modify  the selection ratio to take advantage of any 
variation in selective efficiency that  may be discovered, more fruit- 
ful results may be expected. A correlation coefficient computed from 
eta or from a curvilinear regression line, since it does provide an 
"average" selective efficiency coefficient, conceals and ignores these 
differences in selective efficiency which may be identified by use of S 
and used to advantage. 

The point made above may be effectively illustrated by a nu- 
merical example. In Figure 1 we have a scatter plot with the regres- 
sion of Y on X indicated, with r and eta computed for the entire range 
and S determined for various points of cut. It will be noted that  
while the regression appears to be definitely curvilinear, r and eta do 
not differ markedly. However, the differences in the value of S for the 
several points of cut are of considerable magnitude. 

To utilize with confidence the differences between the values of S 
at different points of cut, the number of cases would have to be much 
greater  than in this example. The technique of cross-validation should 
probably be applied in such circumstances in order to obtain an un- 
biased estimate of validity if selection of the particular point of cut 
were dependent upon the obtained values of S. If  the paint of cut 
were predetermined, cross-validation would be unnecessary. 

A special problem in which S has particular application occurs in 
estimating selective efficiency of tests constructed for the particular 
purpose of selecting at  a predetermined point of cut. In obtaining an 
efficient test for  that  purpose items should be selected which have P 
values approximately equal to .the per cent of the population to be el.im- 
inated ( 2 ) .  Such a selection will obviously lead to a distribution of 
test scores whose mean, standard deviation, and distribution form have 
no relation to the distribution of "true" ahili.ty in the function meas- 
ured. Since the product-moment r will be influenced by the standard 
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deviation and the dis t r ibut ion form, it should probably never be em- 
ployed for  eva lua t ing  selective efficiency of such a test. S will in such 
circumstances give the evaluation desired. 

I f  a curve of  selective efficiency were  obtained by  computing S a t  
successive points of cut, it  would not only be possible to measure  the  
validity of  S a t  the point  o r  in the area for  which the tes t  is designed, 
bu t  i t  should be possible to detect  "was ted"  efficiency in  the  sense of  
discrimination in areas  where  such a specialized tes t  was  not  intended 
to function. I t  is realized tha t  there  would be, a t  the present  time, 
little basis fo r  deciding the optimal fo rm of the  cu rve  of  selective effi- 
ciency for  such a test.  P robab ly  a tes t  with i tems of low reliabili ty 
would show a shallow curve of  selective efficiency, while a tes t  wi th  
i tems of  high reliabili ty would be more  markedly  curv~linear and 
would show a more  definite optimal point. Any decision as to deletion 
of  i tems made on the basis of such a curve of selective efficiency should 
probably  be checked empirically by recomputing the  curve of  selective 
efficiency a f t e r  item selection. 

F rom the two assumptions required to show equali ty be tween r 
and S at  all points of cut, it  is apparent  tha t  var ia t ion of  S for  different  
points of cut may  be due to differences in the dis tr ibut ion forms of  the 
predictor  and cri terion as well as to curvil inear  regression of  Y on X. 
Of course, ei ther or  both of  these two observed phenomena may be due 
in tu rn  to other  characteris t ics  of the correlation surface. 

I f  the cri terion distr ibution is highly skewed or otherwise lacking 
in normali ty,  the possibil i ty of  obtaining differential selective efficien- 
cy at  different points  of cut is of considerable interest .  As in the case 
of  the suggested application of S in curvi l inear  regression,  the extent  
of the  differences may  be calculated for  each possible selection instru- 
ment  or  ba t t e ry  and used to advantage in selecting tests or determin- 
ing selection ratios. In practice, as was mentioned before, bias in the  
cri terion scale units  may  mislead the invest igator  in this respect. 
Where  production units are  available as criteria,  the invest igator  can 
often accept the dis t r ibut ion as having meaning for  his purpose-- re-  
gardless of  the  relation of  production units  to  any hypothetical  un- 
der lying ability. When ra t ings  or achievement  tes t  scores a re  the  
cr i ter ia  to be  predicted, the  obtained curve of  selec¢ive efficiency will 
have to be  in terpre ted  in the light of known biases in t h e  scale units  
involved. 
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