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REMARKS ON THE METHOD OF PAIRED COMPARISONS:
111. A TEST OF SIGNIFICANCE FOR PAIRED COM-
PARISONS WHEN EQUAL STANDARD DEVIA-
TIONS AND EQUAL CORRELATIONS
ARE ASSUMED*

FREDERICK MOSTELLER
HARVARD UNIVERSITY

A test of goodness of fit is developed for Thurstone’s method
of paired comparisons, Case V. The test involves the computation
of

x2e==nZ (8" — 6')2/821,

where n is the number of observations per pair, and #” and ¢ are
the angles obtained by applying the inverse sine transformation to
the fitted and the observed proportions respectively. The number of
degrees of freedom is (k—1) (k—2)/2.

1. Iniroduction
It would be useful in Thurstone’s method of paired comparisons
to have a measure of the goodness of fit of the estimated proportions
to the observed proportions. Ideally we might try to find estimates
of the stimuli positions S; such that we can reproduce the observed
proportions p';; as closely as possible in some sense.
One kind of test might be based on

S0
o34y

where p";; is the estimate of p';; derived from the §';. But the true
pi; are not known and would have to be replaced by the observed
?'i; . If one does replace the p;; by p's; and ay; by o', , then it is pos-
sible to fit the §'; by means of a minimum chi-square criterion. How-
ever, such a procedure calls for an iterative scheme and involves ex-
tremely tedious computations. An alternative method is suggested
by the inverse sine transformation.

ZZ

*This research was performed in the Laboratory of Social Relations under
a grant made available to Harvard University by the RAND Corporation under
the Department of the Air Force, Project RAND.

207



208 PSYCHOMETRIKA

2. The model

It is assumed that we have a set of stimuli which, when pre-
sented to a subject, produce sensations. These sensations are as-
sumed to be normally distributed, perhaps with different means. How-
ever the standard deviations of each distribution are assumed to be
the same, and the correlations between pairs of stimuli sensations
are assumed equal.

Subjects are presented with pairs of stimuli and asked to state
which member of each pair is greater with respect to some property
attributed to all the stimuli (the property is the dimension of the
scale we are trying to form). Our observations consist of the pro-
portions of times stimulus 7 is judged “greater than” stimulus 7. We
call these proportions p';; to indicate that they are observations and
not the true proportions p;; .

From the observed proportions we compute normal deviates X';,
and proceed in the usual way (5) to estimate the stimulus positions,
8’ , on the sensation scale. Once the S"; are found we can retrace to
get the fitted normal deviates X";; and the fitted proportions p";; .

Our problem is to provide a method for ascertaining how well
the fitted p";; agree with the observed 2';; .

In such a test of significance involving goodness of fit, we are
interested in knowing what the null hypothesis and the alternative
hypothesis are. In the present case the null hypothesis is given by
the model assumed above. However, the alternative hypothesis is
quite general: merely that the null hypothesis is not correct. In par-
ticular, the null hypothesis assumes additivity so that if D,; is the
distance from S; to S; and Dy is the distance from S; to Si, we should
find

D;k':D;; -+ D;k .

If we do not have unidimensionality this additivity property will
usually not hold.

For example, consider the case of three stimuli with S, < 8; < 8;.
If the standard deviation of each distribution is the same, we might
write

D,=8,—8,
Dyy=8;—8,
Dng;"‘Sg -

Since we can choose S, = 0 and S, = D,., S: from the second equa-
tion must be D,; . Finally

D,y = D1s - Du .
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Since each of our comparisons of stimuli is done independently it is
not necessary that this relation hold either for the observations or
for the theoretical values. Indeed the observed value of D.; could
have conflicted with the assumption of additivity. Such a failure of
additivity makes the fitting of the observed p';; less likely, and on the
average failure will increase the value of x* in our test.

It can also happen that the standard deviations of the various
stimuli are not equal even though unidimensionality obtains. In this
case our attempt to fit the data under the equal standard deviations
assumption will sometimes fail, and this failure will be reflected, in
general, in a failure of additivity and thus an increase in 2.

8. The transformation

Like so many other good things in statistics, the inverse sine
transformation was developed by R. A. Fisher (4). Further dis-
cussion by Bartlett (1, 2), Eisenhart (8), and Mosteller and Tukey
(7) may be of interest to those who wish to examine the literature.
The facts essential to the present discussion are these: If we have an
observed p’ arising from a binomial sample of size » from a popula-
tion with true proportion of successes p, then

¢ = arcsin Vp~ (1)
is approximately normally distributed with variance
821
oyt =— ’ (2)
n

nearly independent of the true p, when ¢’ is measured in degrees. A
table for making the transformation to angles has been computed by
C. L. Bliss (3), and is readily available in G. W. Snedecor’s Statistical
Methods (4th Edition), p. 450.

Then if we define

g'y;=arc sin V7,
— ) (3)
6" = arc sin /D"y,
where p';; are the observed proportions and p";; are the proportions
derived from fitting the S;, we can test goodness of fit by

(6% —64y)?

z =EW (4)
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If there are k stimuli we have k parameters to fit, the k£ 8'; values.
But two of these are the zero point and the scale factor, which are
arbitrary. This leaves k—2 parameters free for fitting the data.
There are k(k—1) /2 p';;'s to be fitted. So it appears that the appro-
priate number of degrees of freedom for the test is k(¥—1)/2 —
(k—2) — 1 = (k1) (k—2)/2. We note that with two stimuli we
can always fit the data perfectly, so there should be zero degrees of
freedom as the formula indicates.

4. Illustrative example

To illustrate the test we will use the paired comparison method
on the American League baseball record for 1948. The following
table gives the observed p’;;. The number in the ith row and jth
column is the proportion of games won by the team named at the top
of the jth column from the team named at the left of the ith row.
In this situation we regard the clubs as stimuli which have distribu-
tions of performances. The number of games each club plays with
each other club is 22 (except for minor fluctuations). Successive
tables indicate the steps in the solution. The steps are these:

1. From p’;; table obtain X’;; table from a table of the normal
integral.

Solve for the 8’; by summing columns and averaging.

Use S'i to obtain X"i; . X"i,‘ - S'i - S'; .

Use X”";; to obtain p”;;, from a table of the normal integral.
Compute 67, §', 8" — 4.

Get the sum of squares of 8" — #'.

Divide the sum of squares by 821/n, here 821/22 .

Look up result in #* table with (k—1) (4—2)/2 degrees of
freedom.

PROPORTIONS OF ALL GAMES THAT THE TEAM GIVEN AT THE TOP
OF THE COLUMN WON FROM THOSE AT THE LEFT (1948)
Each Entry Represents 22 Games

PPN

o';; Table

Clev. Bost. N.Y. Phil. Det. St1. Wash. Chie.
Clev. B 478 545 273 .409 364 278 273
Bost. 522 B — .364 4558 318 318 318 364
N.Y. 4566 636 —_— .466 .409 278 227 278
Phil, T2 545 545 —_— .54b .182 364 278
Det. 691 682 691 466 —_— 500 278 .8364
St.L. .636 .682 ST27 .818 500 e b4b 881
Wash. 27 682 .78 .636 Jg27 Abb —_— 429

Chic. 27 636 727 727 .636 619 .b71 —_—
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X’;; Table
Clev. Bost. N.Y. Phil. Det. St.L. Wash. Chie,
Clev. - 086 +.113 —.604 230 —348 —.604 -—.604
Bost. +.066 ~-—+— —3848 —113 473 —478 —478 348
N.Y. —113 +4.348 —r —113 230 —.604 —T749 —.604
Phil. +.604 -.113 +.118 ——— +4.1183 —0908 -—348 —.604
Det. +.230 4473 +.230 —118 o 000 —.604 -—348
St.L. +.348 4473 +.604 +.908 000 —— +.118 —.303
Wash, +.604 +.478 4749 4348 +4+.604 -—1183 —— —179
Chie. +.604 4348 4+.604 4604 4.348 +.303 4.A79 @ ——
+2.332 +2173 42065 40917 +4+0.132 —2.143 2486 --2.990
N 29156 2716 2681 .1146 0166 —.2678 —3108 .—3738
X";; Table
Clev. Bost. N.Y. Phil. Det. St.L. Wash, Chic.
Clev. _—
Bost. .0199 —_—
N.Y. 0334 0136 e
Phil. 1769 1570 .1435 e
Det. 2750 2551 2416 0981 o
St.L. 6693 5394 5259 .3824 2843 B
Wash. 6023 5824 5689 4254 3273 0430 B
Chie. 6653 .6454 6319 4884 3903 .1060 0630 —_—
p"‘! Table
Clev, Bost. N.X. Phil. Det. St.L. Wash. Chic.
Clev, —_
Bost, 508 _
N.Y. 513 506 —
Phil, .b70 .562 Bb7 —
Det. 608 .601 595 539 —_
St.L. 712 705 100 649 612 —
Wash. 728 720 Jq15 .665 628 B17 e
Chie. 47 41 136 687 6562 542 526 —_—
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Table of 8", 6', 6" — &’

Clev. Bost. N.Y. Phil. Det. St.L. Wash. Chie.

Clev.
45.46
Bost. 46.26
—.80
45.75 45.29
N.Y. 42.42 52.89
+3.338 1760

49.02 48.56 48.27
Phil, 58.50 47.58 47.58
—9.48 4098 +0.69

51.24 50.83 50.48 47.24
Det. 50.24 55.67 50.24 42.42
+100 —4.84 4024 482

57.54 57.10 56.79 53.67 51.47
St.L. 52.89 85.67 58.50 64.75 45.00
+4.66 4143 —1.71 —11.08 +6.47

58.44 58.06 67.73 54.63 52.42 45.97
Wash. 58.50 55.67 61.55 52.89 58.50 42.42
—06 -+238 -—382 4174 —6.08 3.5

59.80 59.41 59.08 56.98 53.85 47.41 46.43
Chie. 58.50 52.89 58.50 58.50 52.89 51.88 49.08
+1.30 +6.52 +0.568 252 4096 —4.47 —2.65

Z(6" — 6')2 = 551.40
821/22 — 37.32

X%, =14.78 .80 < P(x?)< .90

The chi-square result shows rather good agreement between the
fitted data and the observed data. Investigation of additional base-
ball data has suggested that the agreement is usually too good rather
than not good enough. It was suggested to the author that a possible
reason for this is that the proportion of games won by any team from
another team involves an admixture of games played at home and
away, and that if these were separated we might then not get such
consistently good agreement. As an example, suppose probabilities



FREDERICK MOSTELLER 213

of winning at home and away are .25 and .75 respectively, averag-
ing .50. The variance of games won based on the p = .50 is n/4, but
based on n/2 games at .25 and n/2 at .75, the variance is 3n/16,
somewhat smaller. The decrease in variance would be similar to
that gained from stratified sampling. Calculations not presented here
suggest that this may be the case.

It should be remembered that we have found the best S';’s in
the least-squares sense to reproduce the X';;’s, and have not done our
best to reproduce the ¢’s. This means that, had we done a more elab-
orate method of fitting, we might have obtained a still better fit and
consequently a higher value of P (which is already quite high).

5. The power of the test for three stimuli

The power of the test developed, that is the probability of re-
Jecting the null hypothesis when it is false, is rather awkward to
investigate. The power depends on the degree of divergence from
the assumptions, the number of stimuli involved, the number of ob-
servations for each pair of stimuli, as well as the significance level
chosen. We will discuss the power for a rather special case. This case
has the advantage that it displays the workings of the chi-square
test rather clearly and is easy to compute. Our procedure will be:
(1) set up the model, (2) compute x> for this case, (3) insert a de-
parture from the model, (4) investigate the power for the special
case under consideration.

We will assume that the standard deviations of the differences
between pairs of stimuli are unity. The true stimuli means are in
the order S; > S, > S, . Furthermore we will assume that these means
are sufficiently close to one another that the approximation

- 1 §—S,
f et dp == + , (5)

Dy =

2 VZ2a

2 n
v {8484}

will be adequate. For this case p;; will be nearly 1/2, so we will be
able to use the approximation:

1
A (py) =—=42. (6)
4n

Working with this case will have the further advantage that we will

not need to use the inverse sine transformation but can work directly
with
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S(Py—p"y)?
i<s
2 — , 7
z > ¢))

since our principal reason for working with the transformation was
that «* was not known.

The observations can be written
D=0 + kijo . (8)

Here the unprimed p is the true proportion of the time stimulus 7
is reported to exceed stimulus 7, the primed p is the corresponding
observed proportion, ¢ is 1/4n, and k;; is a random normal deviate
with zero mean and standard deviation unity. The sample size is n
assumed to be reasonably large.

Under these assumptions

1 © 1 S;—Si— &y
e =Py + lijo = —— erdre —+——
Ve 2 VZa

—(S;-8:)+&45
9)
= — 4 —
2 V2n

Thus the normal deviate corresponding to p'i; is approximately

1 S;—S; +ki;¢r \/2_7l.

D’u =S1 _Si + k”d \/ﬂ. (10)

Now we insert these values in the paired comparison table as usual
and solve for the estimates of the stimuli positions S'; by summing

columns and averaging. After adding the mean of the true stimuli
positions these estimates are:

Sy=8,— (km + 1513)0\/2_"/3 ’
82 =8; + (fra—kas) oV2 /8, (11)
S'a :S:; + (k13 + k,g)a\/ﬂ/:; -
We take the differences of these pairs to get the fitted normal devi-
ates, the D";;:
D"y =8,— 8, + (2k; + ks — kza)o‘\/_z—;‘-/3 ’
D"y =8;—8, + (k1. + 2F:5 + kza)ﬂ'\/ﬂ/s ’ (12)
D";s=8:—8: + (ke + Fs + 2,‘:3)0\/—2—;/3 .

Now the fitted proportions p”;; are approximately
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1 Dy
p"u I e — (13)
2 2a

When we take the differences p'y; — p"+; we get

Du~—2"12= (Ka— ks + Kas)0/3,
P —D"13= (—Fuz + kya—k25) /3, (14)
Das— D2 = (1o — Kys + Kus)a/3.
Now immediate computation of #* inserting the values from equa-
tions (14) into equation (7) is

. “k15+k23 s

V3

Since the k's are normally and independently distributed with zero
means and unit variance, the quantity in parentheses is in turn a
normal deviate with zero mean and unit variance, because the stand-
ard deviation of the sum in the numerator is 3. Of course, the
square of such a normal deviate is distributed like »* with one de-
gree of freedom. In this special case then we have shown how the
x? test arises.

We have incidentally set up the machinery for examining the
power of the test for our special case. Until now we have assumed
that the p;; were arranged to get consistency in the spacings be-
tween the true stimuli means. We now relax this condition. In par-
ticular let us suppose that the consistent p.; is replaced by ps + 4
where 4 is an error due to the lack of unidimensionality of the stim-
uli we are considering. This means that p; will be replaced by
D2s + 4, which in turn means that k., will be replaced by ks + 4/0 .

Now when we come to compute »? with the null hypothesis not satis-
fied we get

2= (x+ 4/V3 ) (18)

Here y is a normal deviate, the expression inside the parentheses on
the right of equation (15). If we are working with a significance
test at the 5% level we will reject the null hypothesis unless

—196< x+ 4//80<1.96.

The following table indicates very roughly how often we will reject
the null hypothesis as 4/v/3 « takes various values.
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4/V3e } Percent rejected

1 16%
1.96 50%
2 52%
3 849,

We say roughly because when A4 takes large values our approxima-
tions no longer hold very well. Nevertheless these values are indica-
tive of the magnitudes.

Let us see how much error there must be in p.: to raise the
rejection level to 16%. Suppose n = 48. Then

Az
:—J’;__
3 1
A2 —= = I e
4X48 64
A=.125.

Thus for samples as large as 48, p,; must deviate from the consistent
value of approximately .5 by as much as .125 to raise the probability
of rejection from 5% to 16%.

A short discussion of the kinds of alternatives that can exist
in paired comparisons and the general behavior of this test against
these may assist the reader. The principal ways the Case V assump-
tions can be violated are

(1) lack of normality,
(2) lack of unidimensionality,

(8) failure of the equal standard deviation of differences as-
sumption.

Failure of normality is not important to the method of paired
comparisons, as we shall show elsewhere. It is just as well then that
the present test will be very poor at detecting deviations from nor-
mality. The normality assumption is more in the nature of a compu-
tational device than anything else.

Lack of unidimensionality will be reflected in the failure of dis-
tances between estimated stimuli positions to agree with the ob-
served distances, and thus we will have high chi-square values. The
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principal alternative of interest then, is one for which the test is
sensitive.

Unfortunately it is also possible that we have unidimensionality
without having equality of standard deviations of differences of pairs.
The result of using Case V may be to give a large chi-square value
when this happens. This is not uniformly true however. It is pos-
sible to have unequal standard deviations without detecting this fact
in the Case V solution as has been shown elsewhere (6). In particu-
lar, if there is only one aberrant standard deviation, and if the stim-
ulus mean for that stimulus is near the mean of all the stimulus posi-
tions, the chi-square test will not be likely to detect this failure of
the model. The best that can be said is that sometimes such aberra-
tions will cause high values of chi-square and sometimes not, depend-
ing on the nature of the case.

We might like to relax our conditions and not use Case V but try
to use some other case. However, this requires a large number of
stimuli. In the case of the assumption of independence between pairs
of stimuli we still have for k stimuli a total of k¥ means and k vari-
ances to choose. Two of these 2k values are merely scale and location
parameters, so we have in all 2k — 2 things that can be varied as
against k(k—1)/2 cell entries. Thus we need at least 5 stimuli to
begin to get degrees of freedom for testing. With a reasonable num-
ber of stimuli we could still test for unidimensionality in the face of
unequal stimulus variabilities. When we come to the completely gen-
eral case, allowing the correlation coefficients to vary as well, .the
problem is hopeless. We now have more degrees of freedom at our
disposal than there are in the table. It seems reasonable then never
to try to test for unidimensionality under a more general assumption
than equal correlations and unequal variances for the stimuli.

6. Conclusions

A test of the assumptions underlying Thurstone’s method of
paired comparisons is developed and illustrated. The inner workings
of the test and an indication of its power are provided for a special
case involving three stimuli lying very close to one another. Although
the method is developed and applied for Thurstone’s Case V, it can
be applied to any paired comparison case providing some degrees of
freedom are left over after the process of estimating the spacings
between the stimuli positions has been completed.
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