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TEST RELIABILITY AND EFFECTIVE TEST LENGTH* 

WILLIAM H. ANGOFF 

:EDUCATIONAL TESTING S E R V I C E  

Measures of effective test length are developed for speeded and power 
tests, which are independent of the number of items in the test or of the time 
required for administration. These measures are used in determining re- 
liability for (1) speeded and power tests, where a separately timed short 
parallel form is administered in addition to the full-length test; (2) power 
tests, where a subset of items is imbedded within the total test, parallel to 
the total test; and (3) power tests, where the subset of items is correlated 
with the complementary parallel subset in the test. 

In a previous article, Cronbach (1) has pointed out that  the characteris- 
tics of mental measurement that  make the estimation of error particularly 
difficult are two-fold. First is that  the velT act of measuring produces a 
noticeable change in the object measured. The task of responding to test 
items, particularly items of a cognitive nature, is in itself a learning task, and 
on a second administration there is a variable positive bias in test perfolanance 
which is generally attributed to increased test wisdom or to more specific 
acquaintance with test content. Second is the fact that  uncontrolled changes 
during the process of measurement, as well as changes associated with growth 
and senescence (or learning and forgetting), also produce a changed per- 
formance on the second administration. In both cases the changed perfor- 
ance can be interpreted, in the context of test reliability, only as variable 
error unassociated with the reliability of the measuring instrument, and 
operating to reduce the size of the reliability coefficient. 

In order to avoid attenuating the reliability coefficient with experimental 
error resulting from a second administration, methods have been developed 
for measuring reliability through the use of statistics taken from a single test  
administration. In general, two such methods have been made available, 
the Kuder-Richardson formulas and the split-half method (with Spearman- 
Brown correction for half length)--as  well as variants of these later developed. 

While these methods have yielded relatively satisfactory results for 
power tests, where sufficient time is given for all examinees to a t tempt  all 
items, they have been considered totally inadequate for speeded tests. 

*The writer gratefully acknowledges the assistance of Dr. Ledyard R Tucker in the 
formulation of some of the concepts presented in this paper. He wishes also to express his 
appreciation for the helpful comments of Dr. Harold Gulliksen and Dr. Frederic M. Lord 
in their review of the manuscript. 
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Guilford (3, 486) and Thorndike (7, 582), for example, have pointed out that  
an odd-even split of items in a purely speeded test would yield a correlation 
between test halves of ulfity, regardless of the reliability of the test. On the 
other hand, assuming that all examinees complete the first half of the test, a 
split of the first half against the second half would yield an indeterminate 
correlation, since the variability on the first half would be zero. In general, 
then, the computed reliability will be largely a function of the manner in 
which the test split has been made, and ~511 tend not to reflect the actual 
reliability of tile test in terms of the theoretical parallel-forms coefficient. 

The Kuder-Richardson formulas are similarly inadequate for speeded 
tests. In speeded tests, where discrimination among examinees is made in 
terms of the differential number of items answered in a specified length of 
time, the inter-item covariances within a test are higher than they would be 
between parallel items on different forms of the test (7, 588). Since the 
reliability of the total test is a direct function of the reliabilities of the indi- 
viduaI items (measured in this case in terms of inter-item correlations), the 
value of the reliability coefficient for the total test is thereby inflated. 

In view of the inadequacies of the reliability formulas, it appears that 
there are at present no single-administration techniques for estimating the 
reliability of speeded tests. Guttman (S), in fact, maintains that reliability 
in general cannot be estimated from a single trial, and that all single-trial 
reliabilities are, in effect, lower bounds. Cronbach and Warrington (2) and 
Gulliksen (4) have developed lower-bound estimates of the reliability of 
speeded tests, but precise single-administration techniques are not available. 
Guilford (3, 486, 487) suggests the application of a split-half technique 
in which both test halves are given in separately timed administrations in 
immediate succession. (One of the difficulties of this method that first comes 
to mind is the matter of deciding on the appropriate time limits for the 
separate halves which would match the degree of speededness of the total test 
given in one administration.) The only alternative method is to devise an 
additional full-length parallel speeded test and to obtain an equivalent-form 
correlation. This procedure raises at least two problems: The first, dis- 
cussed by Cronbach and Warrington, is the expense of constructing an 
alternate form solely for the purpose of providing reliability coefficients for 
a published test. The second problem relates to the questionable assump- 
tion that the parallel test is truly of the same effective length as the original 
test, merely because the mtmbers of items and the scheduled test times for 
the two tests are equal. In the case of speeded tests, variations in the amounts 
of time necessary to answer the items will cause substantial variations in the 
effective lengths of the tests. 

The purpose of the present paper is first to suggest that the problem of 
economy in obtaining the reliability of a speeded test may be at least partly 
solved by administering a short parallel form in addition to the regular test. 



W I L L I A M  H .  A N G O F F  3 

Second, the purpose is to provide a measure of f u n c t i o n a l  or ef fect ive  test 
length and incorporate that  measure into the reliability coefficient. In 
a later section of this paper, corresponding methods will be discussed for 
computing the reliability of unspeeded tests where the short parallel form is 
imbedded within the regular test, and only one administration of the test 
is given. In the latter case, the reliability is probably better interpreted 
as a lower-bound reliability or an index of internal consistency. 

Case  I. The determination of the reliability, r , t  , of test t from the 
correlation between test t and test i, a separately timed test, parallel to test 
t. While the more stringent case of speeded tests is treated, the method 
applies equally well to the case of unspeeded tests. 

We shall consider that  a short test, i, has been devised to parallel in 
function, level and spread of item difficulty, and items per unit  of time a 
long test, t, which is speeded and for which a test reliability is to be deter- 
mined. In connection with the requirement of parallelism it is assumed that  
the tests have been equated for spuriousness, in the sense that  Cronbach and 
Warrington (2, 169) have used the term. In their paper they point out 
that  in an unspeeded test "especial difficulty on one of the items neither 
increases nor decreases the person's probable standing on the remainder. But  
in a timed test, the person who gets stuck on one item may never reach the 
remainder of the items. I t  is this interdependence of items that  introduces 
spuriousness." Finally, it is considered that,  contained in test t, there are n 
tests, j, of effective length i, all parallel to test i. The correlation between 
tests i and t is given by: 

r ,  = r . , ( . . + ~ , + . . . . ~ i . . , + . . . . . . )  

~ _ , C .  
_ ,_ ,  n C ,  (1) 

- - O ' i  {T t (TiO" t ' 

where ~--~C, is the sum of the covariances r~ia ,a i  between test i and each of 
the parallel forms j of effective length i contained in test t. The value of n 
is the number of tests of effective length i contained in t, or the ratio of effec- 
tive lengths, t to i. 

The variance of test t may be written: 

± - _ 2 2 2 
~, = a,  + C ~  = n ~ + n ( n  - 1) C~k, (j ~ k). (2) 

i - I  i - I  k - I  

In general, throughout the development of the formulations to follow, 
it will be assumed that  (a) average covariances involving parallel tests of 
equivalent length are equal, so that  C ,  = C;k ; (b) any variance (or covari- 
ance) is equal to the average of all other variances (or eovariances) involving 

2 2 parallel t__ests of equivalent length, so that  ~,  = ~ , C ,  = C~i , and that  
C ,  = C , .  
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Then, solving (1) for C ,  , substituting in (2) for Cik , replacing ai by 
2 and solving (2) for n, we have f f i  , 

~,(~, + r,,~,) (s) 

Equation (3) yields a value of n which is determined not from the 
arbitrary ratio of the numbers of items in the two tests or from the ratio of 
time lengths, but from the data yielded by the test experiment itself. Par- 
ticularly in speeded tests, neither the ratio of time lengths nor the ratio of 
numbers of items is suitable for estimating effective n. For one thing, as- 
suming that no one completes the test, and that speed is the primary source 
of test variance, the distribution of test scores is highly sensitive to changes 
in total time limit as well as to changes in spuriousness (see above), but 
not at all sensitive to the addition of test items. Secondly, extraneous 
factors such as the period of warm-up at the beginning of the test would 
operate to reduce the effective test time in the short test to a greater extent, 
proportionally, than in the long test. Consequently, it would seem appropri- 
ate that  a measure of effective test length be used in estimating reliability, 
such as that expressed in equation (3) rather than the ratio of the numbers 
of test items or the ratio of test times. 

I t  may be of some interest to note that if r , ,  = 1.00, then n = ~ , / a ,  , 
2 2 and that if r ,  = .00, then n = ~, /~, .  Consequently, we can establish that 

2 2 at/ tr~ ~ n ~ t r , /~ ,  . It  may also be observed from equation (3) that if the 
standard deviations of the tests are equal, then n = 1, and the tests are of 
equivalent length. 

I t  will be convenient at this point to state the reliability of test t in 
terms of its correlation with test i. Consider that test t is correlated ~dth a 
parallel test of equivalent length, composed of n tests of length i: 

~--d C4# 
i~1 n Cit  

O"t O't 
(4) 

where ~"~C,, = ~ - ~ r , ~ , a ,  . In accordance with the assumption of equal 
average covariances stated above, C , ,  = C ~ , .  Thus, 

nC~t  n r ,  a~ 
r t ,  - -  . - -  - -  (5) 

O- t O" t 

Substituting (3) in (5), we find 

rtt ~ ( °'t ~ Tito',:)ri# (6) 
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Equation (6) gives a method for determining the reliability of a test 
from its correlation with a parallel test, not necessarily of the same length. 
In examining the practicability of equation (6) it is observed that  this is 
the formula to be used when estimating the reliability of a test from the 
correlation of any two parallel tests, even those presumed to be of the same 
effective length. I f  the standard deviations of tile two tests are equal, and 
the tests are of equivalent length, then the reliability, r ,  , is identical to 
r ,  , the correlation between the two tests. However, if the standard devia- 
tions are unequal, and the tests are incorrectly presumed to be of equivalent 
length, then the correlation between the two tests will be different from the 
reliability of either test. In effect, the value of n must  be considered and 
incorporated into the determination of reliability, and it would be necessary 
to decide beforehand whether the reliability of test t is to be determined, or 
the reliability of test i. If the standard deviations of the two tests are differ- 
ent, then different results will be found. 

Particular emphasis should be given to the basic assumption inherent 
in the present formulations: tests i and t must be parallel tests. If that  as- 
sumption is violated in a choice of a non-parallel test i, then the reliability 
of test t may well be grossly underestimated. 

Finally, it may be observed that  if (1) is substituted in (5), 

n 2 C ,  (7) 
r t  t ~ ff~ 

If it is assumed that  C,; = r , a ~ ,  then 

n = ( s )  

The value of n is seen to be the ratio of the standard deviations of true scores 
in the (mutually exclusive) long and short tests. 

Case II.  The determination of the reliability, r ,  , of an unspeeded test, 
t, from the correlation between test t and a subset of items, test j ,  included 
in test  t. 

If  test t is not  speeded and the principal source of test variance lies in 
the differential abilities of the examinees to respond correctly to test items, 
then a single test administration is capable of yielding an internal consistency 
reliability coefficient. Let  us consider tha t  there exists and can be chosen 
a subset of items, test j ,  contained in test t, that  parallel the parent test in 
function and difficulty. Further, consider that  there are n such parallel 
subtests contained in test t, all mutually exclusive. Then, making use of 
the same assumptions of equivalence as were made for equation (1) above,* 

*Except for equating the characteristic of spuriousness. See statement of Cronbach 
and Warrington quoted above. 
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we can state the correlation between test j and its parent test, t, as follows: 

T i e  ----- r ~ t ( ~ o + . . . + ~ i + z , + . . . + ~ ,  ) 

2 

- -  '~" ( j  ~ k) 
f r i a r  

2 
= ~ ,  + (n - 1) C,~ (9)  

f f i f f t  

We have observed that  

2 z -Jr" , n ( n  - -  1) C,e ( j  ~ k) (2) O" t -~- 72 f f i  

If we now solve (9) for C~k , substitute in (2), and replace ~ by its 
equivalent, ~ ,  

f i t  
n = ~ (10)  

r i t f f i  

Now solving equation (2) for C;k and substituting in (7) for its equivalent, 
V i i  p 

n 2 2 
(at - -  n ¢,)  (11) r,, - - - ~ _ - ~ ,  , 

which is exactly parallel to Kuder  and Richardson 's formula (20). Finally, 
if a~ is substi tuted for its equivalent, ¢~ , and the value found in (10) is sub- 
st i tuted for n, 

z , r j ,  - -  ¢i  (12) 
r , ,  r , ( ¢ ,  - -  r ,¢ i )  

:Equation (12) gives the reliability of an unspeeded test, t, obtained from 
the correlation between t and its parallel subtest j ,  and their standard devia- 
tions. 

Case  III.  The determination of the reliability, r , ,  , of an unspeeded test, 
t, from the correlation between its complementary parallel parts, h and j, 
and their standard deviations. 

I t  will be observed that  equation (12) may be written as follows: 

I f h  ~ t - j ,  

and 

ri(,-~ (13) r t t  ~ ~ 
r i t r t ( t - i )  

rhi rhi (14) 
r t  t - -  

7"itrht r i ( i + h ) r h ( h + i )  ' 

2 

r, ia, (15) 
r,,  = (,~h + rh~*i)(,~i + rhi,~O 
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The value of a,2 may be taken from the following expression, 

a 2, = ~ + ~ -t- 2rhicrha~ , 

and substituted in (15) to yield 

_ rh~(a] + al -t- 2rn,ana,) (16) 
r,, -- (an + r^iai)(ai '5 r^ia~) ' 

so that  all values used are taken from the subtest scores. 
I t  may  be noted from (16) tha t  if the test  split has been made in such 

a way as to produce parallel tests of equal effective l eng th- - tha t  is, when h 
and j are equivalent tests and ah = at , then 

2rh i 
r,, I + r^i ' 

which is the familiar Spearman-Brown correction for half length. 
To complete the analogy between i--exclusive-of-t and j-contained-in-t: 

I t  is clear tha t  the counterpart,  for the "contained" case, of equation (8) 
(where n is expressed as the ratio of the standard deviations of true scores, 
t to i), is directly analogous to the "exclusive" case. If it is assumed that  
rii¢ ~ = r ,a~ , then equation (8) may be restated: 

a, ~ (17) 

In the ease of power tests, test length has usually been measured in 
terms of the number of items. However, if the items near the beginning of 
the test are correctly answered by everyone in the group, or if the items near 
the end of the test are correctly answered by no one in the group, then the 
test is obviously not effectively of the length arbitrarily assumed. Some 
measure of test  length should be used such as tha t  implied in (17), which 
takes into account the number of items effectively discriminating among 
the members of the tested group. 

I t  may be argued that  if the short test is ideally chosen with respect to 
level and range of item difficulty, then the value of n will remain constant, 
irrespective of the performance of the particular group, t towever,  since the 
ideal is not achieved in practice, it is necessary to determine the value of n 
in the particular instance. In effect, the direct determination of effective n 
aUows a greater degree of laxity in the choice of items for the subtest, but  
does become a necessary adjunct  to the determination of reliability. Particu- 
larly important  is the fact that  the choice of items for the subtest need not 
be restricted by any arbitrary prior decision regarding its length, since its 
length would be determined in conjunction with the determination of the 
reliability. With that  restriction removed, greater freedom can be devoted 
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to making the subtest truly parallel in function and distribution of item 
difficulty. 

I t  may be well to repeat that  throughout these formulations it is assumed 
that  the subtest of items, j,  is parallel to the long test, t. If  this assumption 
is not met in practice, then the reliability of test t will be underestimated. 

I t  will be of some interest to examine the relationship among r , ,  , r ,  , 

and r , ,  , where test i is exclusive of t, and to compare that  relationship with 
that  found among r,, , r i i ,  and r i ,  , where j is contained in t. If we consider 
the "exclusive" case first, we note in equation (1) that  

n V i i  
r , ,  = - -  (1) 

f f iO',  

If we assume that  C .  = r . a ~ ,  and substitute in (1) the value of n found in 
(8), then 

2 (18)  r ,  = r . r , ,  . 

Equation (18) has otherwise been obtained by stating the correlation between 
parallel forms of the same test, adjusted for at tenuation due to unreliability 
and considering tha t  the correlation between true scores on parallel tests is 
equal to unity. 

Considering the "contained" case, we note in equation (10) that  

0", 
n = - -  (10) 

ritcri 

If the value of n found in equation (17) is substituted in (10), it is found that  

2 r i i  (19) r i ,  = - -  . 

r, t  

It is observed in comparing (18) with (19) that the relationship among 
r , ,  r , ,  and r ,  in the "exclusive" case is quite different from the relationship 
among r~, , rii , and r,, in the "contained" case. When the short test  is 
exclusive of t, then r~, is equal to the product of the reliabilities of the short 
and long tests (equation 18); when the short test is contained in t, then 
r~, is equal to the ratio of the reliabilitics of the short and long tests (equation 
19). 

I t  can be shown that  equations (18) and (19) are not inconsistent, if 
account is taken of the spuriousness in (19). Since tests i and j are parallel 
and of equal length, assume that  r ,  = r i i  • Solving (18) for r , ,  and sub- 
stituting in (19), and also substituting r ,  for r~;, 

r~, r l l  
- -  = 7 -  ( 2 0 )  
r l l  t i t  

2 2 found respectively in (1) Now substituting in (20) the values of r , ,  and ri, 
and (10), and assuming tha t  C .  = r . a ~ a i ,  equation (20) results in an identity. 
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I t  may  be of interest to examine further the relationship between r, ,  
and r ,  . If tests i and j are parallel and of equivalent length, as has been 
assumed throughout this development, it would appear obvious that  r ,  > 
r , , ,  because of the spuriousness in r ; , .  The  degree of this spuriousness can be 
shown in that  ri ,  = ~ + k, where 

k -- cri(1 - -  r i i )  _ 1 --  rii  

~r , %/n  + n(n --  1)r i i 

Assuming that  the rellabitities r ,  and ri~ are equal, then it is clear tha t  
ri ,  >_ r ,  , and tha t  the relationship ri, = V'r i i r , ,  cannot hold unless rii 
= 1.00. 

Consider tha t  the correlation between true scores on j and t (j  included 
in t) is unity. Then 

r i = t ®  = ] . 0 0  = r c z i _ , D C z ~ _ e ,  } 

= X x , z , -  X x , e , -  Xx,e, + Xe ,* ,  (2,) 
N a icr , "V/~i ,.r , , 

where, for example, j® and e, are the true and error components of xi , such 
t h a t x i  = j ® + e ; .  
Examining each term separately, we find 

E X i X t  
Y ri ,aia,  , 

_ ~  x,e, ~ x / e .  + eb + "'" + ei + "'" + e.) ~ xiei 
N = "N ~ = N = ~ ,7 ,  

E x,ei E (x .  + xb + . . .  + x ,  + . . .  + x.)ei E xie, 2 

N N 

e,e, ~ (e. + eb + - - .  + el + . - -  + e.)el 
N N 

Other terms go to zero. 

Then 

and 

and finally, 

2 
1.00 = r i t ° i ° ' t  - -  0 ' ' t  

@~rrr ' 

r , ,=  ~ +  0 " i ( 1  - -  r i i )  . 
9 

1 - r i i  

r .  = ~ / r i i r .  + %/-nn + n ( n -  1 )r .  

e~ 
N - -  °"*t " 

(22) 

(23)  
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I t  has been obsel-ced tha t  equation (18) holds only when the short and 
long tests are mutually exclusive, and that  (19) is applicable when the short 
test  is contained in the long test. The use of (18) when (19) is j(lstified may 
well lead to questionable results. For  example, it appears tha t  ill their Case 
II  development,  Kuder  and Richardson (6) made inappropriate use of equa- 
tion (18), since they were dealing with the correlation between an i tem and 
the test  in which it was contained.* If their equation (3) is restated in the 
present notation (and renumbered a), 

1 1 
r , ,  = 2 , ( a )  

2 r 2 and r , ,  r~, is substituted for r;; instead of ~ , / r , ,  , which they  used, then 

a,  p q  H- - -  r t ~ r i , p q  

o ' (b) rtt  

Solving for r ,  , we find 

2 _ ~ p q  
1 

r , ,  = ( c )  , 

2 r ~ ,pq  
1 

instead of the equation (8) presented in their article, 

( ) ~ "  P q  --i- - + 2 • 
a ,  

T,, -- 2ff2t crt 2 f f  t 

A second instance in the Kuder-Richardson al%icle of the inappropriate 
use of equation (18) appears in their Case I I I  development, in the step from 

2 their equation (9) to equation (10). They  assumed that  r~i r ,  = r~,, which 
does not hold if i tem j is contained in test t. If their equation (9) is restated 
in the present notation (and renumbered d), 

Ti i  
r , ,  = i - 1  (d) 

d, 
2 and r , ,  ri, is correctly substi tuted for r~; , then r , t  disappears entirely, and 

0", -~ r i ,  , (e) 
i - i  

*It should be pointed out that the relationship between r~ ,  rt~, and r~, which was 
used in the Kuder-Richardson article is not basic to the derivation of their formulas (20) 
and (21). There is no implication in the present paper that those formulas need revision. 
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instead of their equation (10), 

r t  t ~ 

Actually, the amount  of error incurred when (18) is used instead of 
(19) is quite small, if n is large. In general, this is true in the Kuder-Richard- 
son developments described above, where a single i tem is correlated with 
the entire test. If, for example, n is taken as 100 and r ,  (or rl;) is taken 
as .10, then r ,  = .303 and r;~ = .330, a difference of only .027 between the 
spurious and the non-spurious correlations. Similarly, the error in r , ,  is 
small. If  the spurious value, r/, , is used in (18), the~ r,,  is found to be 
.930 instead of .917 if (19) is (properly) used. If, on the other hand, test  t 
is effectively not much longer than test j, then the difference in correlations 
can be quite appreciable. Suppose, for example, n -- 4 and r~, (or r//) = 
.50. Then  r~, = .633 and ri, = .791. If the spurious correlation, r/, , is 
improperly applied in equation (18), then r,, will appear to be much higher 
than it should--.90 instead of .80. 

Tables 1 and 2 describe the results of some computations which serve to 
illustrate the usefulness of the estimates made in equations (6) and (12). 
Table 1 relates to the reliability of speeded tests, and Table 2 to power tests. 
In Table 1, the results are presented for four replications (with variations) 
of an experiment in which four randomly chosen groups of male college-level 
students were administered separately-timed speeded tests in mathematics. 
Test  1 contained 16 items in free-answer and multiple-choice form, alter- 
nately presented. Tests 2 and 3 were each composed of two tests--37 free- 
answer items and 37 multiple-choice i tems--each separately timed. Thus,  
scores on Test  1 were derived from 16 items, while scores on Tests 2 and 3 
were each derived from 74 items; all three tests contained both free-answer 
and multiple-choice items.* 

For  each of the four groups of students, Table 1 gives three estimates of 
reliability of Tes t  2, and three for Test  3. The value r23 may be considered, 
as it has in the past, to be the reliability of either test, with the (unwarranted) 
presumption that  the two tests are of equivalent length. In addition, r2~ is 
estimated from its correlation with the shorter test, 1, adiusted for test  
length, and also from its correlation with Test  3, also adjusted for differences 
in test  length. Similarly, the reliability of Test  3 is est imated from its corre- 
lation with Test  1 and also from its correlation with Test  2. I t  is seen that  
the estimates of reliability for Tes t  2, as derived from equation (6), are close, 
as are the estimates of reliability for Test 3. The largest difference, .027, is 
that  between the two estimates for ra3 (Group C). Even this difference may 

*The author wishes to express his appreciation to Dr. L. B. Plumlee for providing 
the data summarized in Table 1. 



T
A

B
L

E
 

1 

R
el

ia
bi

li
ti

es
 a

nd
 R

at
io

s 
of

 E
ff

ec
ti

ve
 T

es
t 

L
en

gt
hs

 f
or

 S
pe

ed
ed

 T
es

ts
: 

C
as

e 
I 

t~
 

G
ro

up
 

N
 

S
ta

n
d

ar
d

 D
ev

ia
ti

on
s 

C
or

re
la

ti
on

s 
r2

2 
E

st
. 

fr
om

 
r.

 
E

st
. 

fr
om

 

T
es

t 
1 

T
es

t 
2 

T
es

t 
3 

rl
2 

rl
s 

r2
~ 

rl
2 

r2
a 

rl
3 

r~
3 

R
at

io
s 

of
 E

ff
ec

ti
ve

 L
en

gt
hs

 

2:
1 

3:
1 

3:
2 

3:
1/

2:
1 

A
 

13
7 

3.
32

5 
10

.3
69

 
11

.0
44

 
.7

67
 

.7
73

 
.8

99
 

.8
78

 
.8

96
 

.8
87

 
.9

02
 

B
 

13
9 

2.
90

7 
10

.1
05

 
10

.1
66

 
.7

48
 

.7
61

 
.8

86
 

.8
78

 
.8

86
 

.8
85

 
.8

86
 

C
 

13
9 

3.
22

3 
9.

84
7 

10
.9

58
 

.7
76

 
.7

69
 

.9
09

 
.8

82
 

.9
05

 
.8

87
 

.9
14

 
D

 
13

9 
3.

26
3 

10
.7

70
 

10
.2

74
 

.7
82

 
.7

32
 

.8
76

 
.8

92
 

.8
79

 
.8

59
 

.8
73

 

3
.5

7
 

3.
81

 
1.

07
 

1.
07

 
4

.0
8

 
4.

07
 

1.
01

 
1.

00
 

3
.4

7
 

3.
92

 
1.

12
 

1.
13

 
3

.7
6

 
3.

70
 

.9
5 

.9
8 

T
A

B
L

E
 

2 

R
el

ia
bi

li
ti

es
 a

nd
 R

at
io

s 
of

 E
ff

ec
ti

ve
 T

es
t 

L
en

gt
hs

 f
or

 U
ns

pe
ed

ed
 T

es
ts

: 
C

as
e 

II
 

O
 

[g
 

R
at

io
s 

of
 

S
ta

n
d

ar
d

 D
ev

ia
ti

on
s 

r.
 

E
ff

ec
ti

ve
 L

en
gt

hs
 

T
es

t 
G

ro
up

 
N

 
r~

t 
S

u
b

te
st

j 
T

ot
al

 T
es

t 
$ 

E
q.

 (
12

) 
K

-R
 (

20
) 

t:j
 

R
at

io
s 

of
 

N
u

m
b

er
s 

of
 I

te
m

s 

tj
 

V
N

-0
 

V
N

-0
 

V
N

-0
 

V
N

-0
 

V
N

-2
 

V
N

-3
 

A
 

A
 

A
 

A
 

B
 

C
 

50
0 

8.
38

7 
32

.5
35

 
.9

54
 

.9
68

 
.9

77
 

4
.0

7
 

50
0 

7.
74

6 
32

.5
35

 
.9

58
 

.9
74

 
.9

77
 

4
.3

8
 

50
0 

8.
58

3 
32

.5
35

 
.9

62
 

.9
73

 
.9

77
 

3
.9

4
 

50
0 

8.
39

2 
32

.5
35

 
.9

64
 

.9
75

 
.9

77
 

4
.0

2
 

50
0 

5.
63

1 
21

.1
16

 
.9

18
 

.9
40

 
.9

42
 

4
.0

8
 

50
0 

6.
63

1 
24

.8
01

 
.9

29
 

.9
47

 
,9

56
 

4.
03

 

4
.1

7
 

4
.1

7
 

4
.0

5
 

4
.0

5
 

4
.1

7
 

4
.0

5
 



WILLIAM H. ANGOFF 13 

be accounted for in part by the lack of complete parallelism between Tests 
2 and 3 and Test 1. (It is recalled that Tests 2 and 3 had two time limits, 
while Test 1 had only one.) 

The right-hand side of Table 1 describes the ratios of effective test 
lengths, as determined from equation (3). In general, Tests 2 and 3 appear 
to be 3.5 to 4.1 times as long as Test 1, in spite of the fact that they contain 
about 4.6 times as many items as Test 1. It is also observed that in Groups A 
and C Test 3 appears to be effectively longer than Test 2, which accounts for 
the slightly higher estimates of reliability for Test 3. In Group B, the lengths 
are seen to be about equal, while in Group D, Test 3 is the shorter of the 
two. Finally, in the last two columns it is observed that the two independent 
estimates of the ratio of effective length, Test 3 to Test 2, are extremely close. 

Table 2 relates to the reliability of unspeeded tests. Three forms of a 
150-item verbal and numerical reasoning test were administered--in the 
case of V N - O ,  to an extremely heterogeneous group of over 2000 examinees, 
and in the case of V N - 2  and V N - 3 ,  to larger, but more homogeneous 
groups of examinees. In the case of each test, a sample of 500 cases was 
dra~n at random from the parent group of examinees. For Test V N - O ,  
four mutually exclusive subtests were chosen, each composed of slightly less 
than one-fourth of the total number of items in the parent test. Scores on 
the subtests were then correlated with scores on the total test, yielding the 
values in the column headed ri, . For Tests V N - 2  and V N - 3 ,  one sub- 
test was chosen for each and correlated with its parent test. Estimates of 
reliability were then made in each instance in accordance with equation (12) 
and also in accordance with Kuder and Richardson's formula (20). It is 
seen that in each case the two estimates of reliability are close, differing at 
most by .009. I t  is also observed that the ratios of effective lengths determined 
from equation (10) are similar to the ratios of the mlmbers of items in the 
subtest and parent test. 

In summary, a number of equivalent methods become available for the 
calculation of the reliability of a whole test without making any arbitrary 
assumptions of the relative lengths of the subtest and total test. The formulas 
pz~sented here in the case of both speeded and power tests make use only 
of the general assumptions that the short test or subtest is truly a represen- 
tative and parallel miniattu'e of the long test, in terms of item content and 
level and spread of item difficulty. The amount by which the correlation 
between the short (or subtest) and long test is to be "stepped up" is de- 
termined and incorporated in the equations. 

In practice, equation (6) should be used with speeded tests where the 
administration of an additional test is required to determine reliability. The 
equivalent alternative is to use equation (5) in conjunction with (3). In the 
case of power tests, three general procedures are possible: 

(1) A double administration with mutually exclusive but parallel tests, 
in which reliability is to be determined from the correlation between the 
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parallel tests. In this case as in the case of the speeded tests, equation (6) 
would be used, or (5) in conjunction with (3). 

(2) A single administration in which reliability is to be detel~nined 
by  breaking off a subtest of items parallel to the total  test, and correlating 
the subtest score with the total  test score. In this case equation (12) seems 
to be practicable, since it involves only one correlation and its by-product  
s tandard deviations. The equivalent alternative to (12) is equation (14), 
which is concise algebraically, but  considerably more laborious. 

(3) A single administration in which reliability is to  be determined 
by  splitting the total test  into two parallel subtests (not necessarily of equal 
length), and correlating the subtests. In  this case, equations (15) and (16) 
are appropriate. Formula (14) should also be mentioned here, and is ap- 
propriate, except for the reservation noted in the preceding paragraph. 
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