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A study by Shaw (7) some twenty years ago is frequently cited by 
social scientists to support the generalization that groups are superior to 
individuals in problem-solving. Shaw suggests that personal interaction 
within the group is responsible for the superior performance of groups. This 
article re-examines her data in the light of two models which propose that 
the difference in quality of solution between group and individual performance 
is solely a matter of ability. It is shown that Shaw's data may be considered 
to have been an outcome of behavior postulated by the models. Since Shaw's 
observations relate to a special population and to special kinds of problems, 
theproposed models may not be appropriate under differing experimental 
conditions. In fact, Lorge et al. (4) have indicated that experimental demon- 
stration of the superiority of groups over individuals in problem-solving 
depends not only on the kind of group but also on the kind of problem to be 
solved. In addition, the diversity of transfer of training for groups and for 
individuals is considered. 

I n t r o d u c t i o n  

Since this article treats only the data  from the first half of the Shaw 
experiments, a brief description of this par t  WIU be given. Three problems (3), 
each a well-known mathematical puzzle involving the transport of objects 
under certain constraints, were given to groups and to individuals. The 
first, known historically as the Tartaglia, requires the  transport  of three 
jealous husbands and their three beautiful wives across a river in a boat 
holding just  three at  a time, under the constraint that  no husband will allow 
his wife in the presence of another man unless he is also present, and with 
the specification that  only husbands can row. The second problem, the 
historical Alcuin, is similar in that  it requires the transport of three mission- 
:aries and three cannibals in a boat carrying two at a time under the constraint 
that  missionaries may never be outnumbered by cannibals, and with the 
specification tha t  all missionaries and just  one cannibal have mastered the 
a r t  of rowing. The third problem, the historical Tower of Hanoi, or disc 
problem, is similar to the previous two in tha t  it requires the transport  of 
three graduated discs, stacked in order of size, to another position via an 
intermediate way station, under the constraint that  a larger disc may  never 
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be placed on a smaller one, with the specification that only one disc may be 
moved at a time. 

Shaw's subjects were students in a social psychology class which had 
been divided into halves: one half being formed at random into ad hoc like-sex, 
four-member groups, and the other half serving as individuals, i.e., as controls. 
Thus, the performances of five groups were contrasted with those of twenty- 
one individuals. Each group and each individual was asked to solve all three 
problems in the same sequence. 

A criterion for comparing group and individual performance is the 
contrast between the proportion of individuals and the proportion of groups 
successful in the solution of each problem. For Shaw's three problems, the 
proportions of individuals and groups mastering each solution are given 
in Table 1 (Columns 1 and 3). When, for each problem separately, the differ- 
ence between proportions of success in groups and in individuals is tested, 
using an upper one-sided .05 critical region, the data for Problems I and II  
support the generalization of group superiority, but the difference between 
groups and individuals for Problem III  is not stutistically significant. The 
statistical test (2, 6) of the hypothesis that two proportions are equal is 

z - ( 1 )  

where 0 --- 2 arcsin %/'p, p -- proportion of success, N = sample size, 
and the subscripts I and G refer to individuals and to groups, respectively. 
The function z is approximately normally distributed with zero mean and 
unit variance under the hypothesis tested. The results of this analysis could 
be used to support Shaw's conclusion (7, p. 504): "Groups seem assured of a 
much larger proportion of correct solutions than individuals do." 

Of the five groups, however, two solve none of the problems and two 
solve all problems. Of the twenty-one individuals, none solves more than 
one of the three problems. The fact that some groups solved none and some 
groups solved all the problems suggests the hypothesis that the observed 
group superiority is due to the abilities of the ~aembers of the group rather 
than personal interaction. Such an hypothesis may be expressed in terms of 
two ability models: (A) group superiority is a function only of the ability of 
one or more of its members to solve the problem without taking account of 
the interpersonal rejection and acceptance of suggestions among its members; 
(B) group superiority is a function only of the pooled abilities of its members. 
The latter model, B, implies that any problem may be composed of, and 
solved in, two or more stages. Model B, of course, reduces to Model A for 
one-stage problems. 
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Model A 

Under Model A the probability of a group solution is the probability 
that the group contains one or more members who can solve the problem. 
This non-interactional ability model for any specific problem can be expressed 
mathematically as follows: Let 

Pc = the probability that a group of size k solve the problem; 
P ,  = the probability that an individual solve the problem. 

Then 
Pc = 1 - (1 --P1) k, (2) 

where Pc and PI are population parameters considered fixed for the specific 
problem and the specific population. 

Confidence in the tenability of this non-interactional ability model 
can be decided by testing it on the basis of sample observations. Assume 
No observations of group performance and Nr of individual performance. 
Then sample estimates pc and p, may be obtained, where pc and p, are the 
ratios of the observed successes to attempts for groups and for individuals, 
respectively; pc should be compared with Po~ (or equivalently, Pr with 
Pr~), where 

or equivalently 

PoA = 1 -- (1 --pl)  k, ( 3 )  

= 1 - ( 1  - p c )  ( 3 a )  

The observed difference (pa - PoA) certainly can be used as a test of 
the model, for the smaller the observed difference, the more tenable is the 
model and, the larger the observed difference, the less tenable it is. If an a 
level of significance is used, then the model would be reiected ff 

Pr {(pc - po~) > 0~} _ 

and accepted otherwise, where 0d is the observed difference. A one-sided 
test is used since negative personal interaction (an unable majority preventing 
an able minority from solving the problem) is not anticipated in the Shaw 
groups, and thus the test is made most powerful against all alternatives 
indicating positive personal interaction. That is, if positive interaction does 
exist, the probability of rejecting Model A is higher than the probability 
given by a two-sided test of the same size. A similar argument holds for 
(P,A - pz), since it is an equivalent test. 

To test the existence of the model, the distribution of (pc - Po~) must 
be obtained. Although pc and Po~ are independently distributed proportions, 
the distribution of their difference is no longer related to the standard distri- 
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bution of the difference of two binomials since pa, is not a binomial; pa, is a 
function of Px , which is a binomial. This complicates obtaining the exact 
distribution of (pa - Pa,) either in closed form or in a form such that existing 
tables may be used. Since sample sizes are small, however, it is not too 
tedious to compute the exact probabilities of all differences larger than the 
observed difference under the assumptions that (1) the model holds and 
(2) the nuisance parameter (either Po or P,) is replaced by a sample estimate. 

I t  is interesting to note that 

E(pvA) = 1 -- (1 -- P~)~ 6P,(l - P1) 3 
NI 

and 

2 

f f P G A  - -  

_ _  _~ P,(1 --P,)2(4 - l l P , )  

P / 1  - P,)(1 -- 6Pr + 6P~) 
N ~  I 

- . f , (P, )  f 6 (P , )  P,(13T; Pr) [16(1 - P,)61 + ~ + . . .  + --/V~ 

where f , ( P x ) ,  j = 1, 2, . . .  , 6, areeighth-degree polynomials in Px . Thus, 
for large N x ,  Po.~ is an unbiased estimate of Po and its variance is 16(1 - PI) 6 

2 

For the three Shaw problems, there are six possible values for PG and 
twenty-two possible values of Px . In Problem I, for instance, the observed 
difference (Pa - PaA) is .14, where paA is computed from formula (2) using 
the value of Px reported by Shaw. I t  is necessary, therefore, to tabulate all 
possible differences greater than the value .14. For these tabulated differences, 
the probability of each is computed under the specified assumptions. The 
probability for each difference is the product of the probabilities that the 
Pa and po~ involved in the difference do occur when the two assumptions 
hold. The probability that a pa~ occurs is equal to the probability that  its 
corresponding Px occurs. The probability for pa and po, may be obtained 
readily by reference to a binomial table (5). The sum of these products of 
probabilities is the exact probability that an observed difference will exceed 
.14. In Table 1, column five gives the exact probability, P, that  the observed 
difference (Pa -- pa,) will be exceeded by chance. 

An approximation to the exact probability can be made when pl is 
small enough so that Po~ can be approximated by kp~ , for then 

1 (2 arcsin %/k~) and 1 % (2 a csin 

are approximately normally distributed with variances 

1 and 1 respectively. 
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Thus,  if Model A holds, 

2 aresin ~ -  2 arcsin 
z = ks (4) 

+N--;  

is approximately normally distributed with zero mean and unit variance. 
Some liberties have been taken in this approximation by assuming kpz to 
be binomial since it can assume values greater than one. This assumption, 
apparently,  does not  impair its usefulness for the Shaw experiments. In  
Table 1, column six gives P '  -- P,{z "~ z0}, where Zo is the specific value for 
z corresponding to the observed difference. Notice that  the approximation 
obviously gets bet ter  as p~ decreases. 

The hypothesized non-interactional ability Model A, thus, is rejected 
for Problem II,  but  accepted as tenable for Problems I and III .  For  each of 
the three problems, however, pa exceeds PoA , suggesting that  Model A 
might be modified and improved. 

TABLE 1 

Pl Pza pa PoA P P' 

ProblcmI 3/21 ~ .14 .20 3/5 = .60 .46 .38 .48 
Problem II 0/21 = .00 .20 3/5 = .60 .00 .029 .023 
Problem III 2/21 = .095 .12 2/5 = .40 .33 .43 .48 

Pl --- ratio of individual solutions to attempts 
Po = ratio of group solutions to attempts 
PIA ffi estimate of Ps from Model A and observation Pa 
PoA = estimate of Pa from Model A and observation Pl 
P = probability (Pa -- PoA) is exceeded by chance under Model A and Pa or PI 

is replaced by sample estimate 
P' ffi approximation of P replacing POA by kpr 

Stage-wise Solutions 

Within the framework of strict ability models, a modification of Model 
A may  be made. Solution of eureka-type problems ma y  be considered the 
consequence of pooling success a t  each of several stages of the problem. 
Shaw's s tudy,  indeed, suggests the plausibility of such a stage-wise model. 
In  reporting about  the erroneous m~)ves made by  her subjects in solving 
Problem I she states tha t  13 different individuals made an error in the 
first move, four made an error in the third move, and one made an error in 
the fifth. For groups, however, she reports "No group erred on the first 
move; one erred on the third and one on the fourth."  

Shaw's description of the errors in Problem I suggests the importance 
of the first move, since 13 of the ~1 individuals failed to make the correct 
first move. Each group, however, apparently had in it at  least one member 
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who made the first move successfully since none of the five groups erred on it. 
Once the first move is accomplished, the difficulty of the problem changes. 
Five individuals who made the first move correctly did fail a t  subsequent 
stages, i.e., made the first correct move but failed at  later moves. Two groups 
failed at  some later move, suggesting that  the group lacked at  least one 
member who could accomplish some later move. 

Assuming tha t  a problem is solved in s independent stages, (not the 
moves Shaw mentions, since such moves may  be interrelated) and assuming 
tha t  Model A (equation 2) applies at each stage j ,  then, 

Po = r I  [1- -  (1 - -  P,~)k], P,  = I~IP,~,  (5) 
i - 1  i - 1  

where s is the number of stages, and Px~ is the probability of success for an 
individual at  stage j.  Now for the purpose of estimating s from the Shaw 
data, consider the assumption tha t  Px, is the same for each stage; thus 
PI ,  = P~/" , then 

Po = [1 -- (1 - - P Y ' ) ' ] ' .  (5a) 

This assumption may  possibly be unrealistic, but it is necessary to provide 
an estimate of s from Shaw's data. 

Substituting the estimates for Pa and P~ from Shaw's Problems I 
and III ,  s = 2 (to the nearest integer) for both problems; for Problem I, 
s = 1.6; for Problem III ,  s = 1.5. Since the observed proportions of individual 
solutions for Problem II  is zero, s is indeterminate. (If for Problem II ,  Pr  is 
replaced by p ~  = .2, then s is very close to 1.) 

I t  is not too difficult to rationalize the two-stage nature of the problems. 
For example, in the problem of the jealous husbands and their wives, the 
basic first stage requires the recognition tha t  the boat, which may  carry 
three, must  be limited to taking just a husband and his wife across the river. 
Once this first stage is solved, the second and final stage is analogous to 
repetitious knitting. I t  is interesting to note that  if it is assumed that  p, -- .05 
and po = .95 (an indication of overwhelming group superiority through 
positive personal interaction among its members) then by (5a) s = 10 to 
the nearest integer, an estimate even larger than the number of moves 
required in some of the Shaw problems. While all possible pairs of the values, 
pq and pi have not  been considered, an excessively large difference gives a 
value of s inconsistent with a psychological analysis of the problem into 
steps or stages. 

Model B 

On both a probabilistic and a content basis, a two-stage problem may  
be reasonably inferred; assume now that  Problems I, II ,  I I I  are two-stage 
problems. For this situation, the population of individuals may be classified 
in the following way: 
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Population Type Ability Proportion in the 
Population 

Solve both stages P~ 
Solve stage 1, not stage 2 P2 
Solve stage 2, not stage 1 Ps 
Solve neither stage P, 

X~ 
X~ 
X~ 
X, 

Assuming this multinomial distribution of ability, appropriate ability 
interaction within a group of four individuals can accomplish a solution 
even though the group has in it no one member who can solve the problem 
as a whole; for example, the group whose members symbolically are repre- 
sented as X2 X3 X3 X3 . Consider all possible samples of four (X~ Xt X,  X~) 
from this population. I t  is possible to enumerate all groups of four tha t  can 
interact  to accomplish whole solutions solely by  pooling their abilities. Any 
group containing at  least individual X~ , or a t  least individuals X~ and X3 
jointly, will be successful. The  probabili ty of occurrence of each sample of 
four is given by the multinomial distribution if P1 , P2 , P~ , P,  are known. 
The sum of probabilities of the occurrence of each group of four that  can 
complete a stage-wise solution is the probability of a group solution on the 
hypothesis of stage-wise pooling of ability. Thus, under Model B, the prob- 
ability of a group solution is obtained by  a special summation of the elements 
of the multinomial distribution. 

Currently, not enough knowledge is available for estimating all the 
probabilities P~ ,/~2 , P~ , and P ,  . At best, in line with current knowledge 
of the distribution of ability, the psychologist can merely supply reasonable 
estimates for P2 , P3 , and P ,  . In Shaw's data, P, can be estimated from 
the sample. This still leaves two degrees of freedom for choices since the 
sum of the four probabilities is one. 

Suppose these two free choices are subject to the restriction that  they 
closely reproduce po and tha t  they are not  inconsistent with psychological 
knowledge of the distribution of ability. For  the kind of problems treated 
by  Shaw, psychological evidence indicates tha t  the percentage of persons 
who will fail on both stages will be larger than the percentage who can solve 
both stages or any one stage. This, of course, does not  uniquely determine 
the four parameters but  it is interesting to see that  reasonable estimates do 
exist. For example, if in Shaw's Problem I, Pz = .15 (p, = .1428), P2 = .15, 
Pa = .15, and P ,  = .55, then Po,  = .61 as contrasted with po = .60. Here 
P2 , P3 , and P ,  were guesses to reproduce the observed Po • They are also 
not  inconsistent with the distribution of ability. Actually Pa can be reproduced 
exactly, bu t  it  was not  considered necessary to alter the p, 's  slightly to 
accomplish this since enough leeway has already been taken to reproduce a 
sample value. Moreover, slight changes would not  alter any decisions about  
the reasonableness of the P / s .  This argument also applies in the following 
discussion of Problems II  and III .  Incidentally, /)2 = P3 -- .15 leads to 
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P,  -{- Ps  = P :  + P3 = .30; this  indicates t h a t  the  probabi l i ty  of an ind iv idua l ' s  
success in s tage 1 and  s tage 2 is .30. B y  (5a), P o  = .58 as cont ras ted  wi th  
Po = .60, which suggests t h a t  the  assumpt ion  which yields (5a) f rom (5) 
is realistic af ter  all. 

Moreover ,  if in Shaw's  Problem I, P~ = .15, /)2 = .30, P3 = .30, and  
/)4 = .25, a s i tuat ion definitely inconsistent  wi th  the  dis t r ibut ion of abil i ty,  
we get  Poa = .92, a value not iceably  different f rom p o  -- .60. 

Similarly for  P rob lem I I I ,  if P~ = .10 (p~ = .0952), P~ = P3 = .10, 
P4 -- .70, then  Po ,  = .42, as  contras ted  wi th  pa  --- .40. Also referring t o  
( S a ) ,  Pa = .35, as cont ras ted  wi th  Pa = .40. I n  Prob lem I I ,  P~ = .2, P2 = 
P3 -- .05, and  P ,  = .70 yields p o ,  = .61, as cont ras ted  with PaB --- .60; 
again referring to  (5a), Po  -- .46, as contras ted with pa = .60. I t  should be  
not iced here t h a t  this big difference arises f rom the  use of px,  = .2, which 
would lead to  a one-stage problem if it were p r  • Not ice  t h a t  this is reflected 
also i n / )2  -- P~ = .05, for  P2 = P~ = 0 is a one-s tage model .  Subs t i t i tu ion  
of  the  unrealist ic observed Pr ffi 0 would yield nonsensical  results. This  
informat ion  is presented in Tab le  2. 

I t  is interest ing to  no te  the  p remium gained by  the  two-s tage  model.  
Model  B can be made  to  accoun t  for mos t  of the  excess (pa - Pa~) no t  
accounted  for b y  Model  A.  I f  Model  B holds, the  excess is t he  probabi l i ty  
of  a group solut ion when individual  X~ is no t  in the group of 4. For  the  
weights  described, this is .13 for  Problem I ,  and  .077 for  Prob lem I I I ;  these 
should be compared  wi th  (pa  - -  Pa~)  = .14 for  Problem I ,  and  .07 for  P rob lem 

TABLE 2 

Problems 
I I I  I I I  

pQ .60 .60 .40 
PaA .46 .00 .33 
PaB .61 .61 .42 

P~ .15 .20 .10 
Ps .15 .05 .I0 
P8 .15 .05 .10 
P, .55 .70 .70 

p~ ------ ratio of individual solutions to attempts 
Pa = ratio of group solutions to attempts 
PaA -- estimate of Pa from Model A and observation Pz 
Pa~ = estimate of PG from Model B and weights P~, P~, Ps,  and P, 

P~ --- probability that an individual will solve both stages in Model B 
P~ = probability that an individual ~ill solve stage 1 but not stage 2 in Model B 
PI ,= probability that an individual will solve stage 2 but not stage 1 in Model B 
P4 = probability that an individual will not solve either stage in Model B 
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III .  For Problem II, the weights used lead to an excess of .017, but tMs is 
just another reflection of the fact that the replacement of p,  by pr~ leads to 
a one-stage problem. 

The stage-wise model hypothesizing the pooling of ability tends to 
reproduce the observed pa when reasonable weights are used. Indeed, un- 
reasonable weights' produce major discrepancies from the observed pc • 
The implication of the model is that group superiority may be conceived 
as a function only of pooling the abilities of its members. Ultimately, empirical 
estimates must be obtained for / )2 , / )3 ,  and P4 • One experimental procedure 
for such estimates would require individuals to solve the problem. For 
instance, in a two-stage problem, those individuals solving the problem 
(as in the Shaw data) provide a basis for estimating P~ . Some individuals 
who failed the whole problem, however, will have accomplished stage 1 
successively but failed on stage 2, providing a basis for estimating/)2 • The 
remainder, those who could not accomplish stage 1, would be given the 
problem reduced by the accomplishment of stage 1, reported as a fact, with 
the requirement that the "new" problem be solved. Some of the individuals 
will then solve the "new" problem providing a basis for estimating P3 • 

When PI , P2 ,  Pa ,  and P4 are estimated by pl , p2 , pa , and p~ on the 
basis of sample observations, assuming Model B holds, a value pa~ will be 
obtained and contrasted with Pa • As in Model A, the probability that an 
observed difference will be exceeded by chance must be computed in order to 
examine the tenability of the model. Under the assumption that Model B 
holds, and replacing P~ , P2 , P3 , and P4 by their estimates, it is possible 
to obtain the exact distribution of (Pa - Pa~), although it is extremely 
tedious to compute. If p~ is based on n~ observations, then po~ can assume 
(n, -t- 1). (ns h- 1). (n3 ~ 1). (n, q- 1) values. Even if the sample sizes are 
small, say n~ = 5, po~ takes on 1296 values. This, plus the difficulty of 
actually computing the probability of a difference (po~ - pc), renders the 
technique somewhat useless. Moreover, for large samples an asymptotic 
method seems fruitless because of the special way the multinomial distri- 
bution is summed for this situation. 

Suppose, however, a confidence interval for Pc , say Pat  and Pa~ 
is obtained from Pc • Assuming the model holds, all the sets pl , p2,  p~, p, 
which yield values between Par  and Pa~ inclusive, form a confidence region 
for P~ , / ) 2 , / > 3 , / > 4 .  Actually all that need be done then is to consider the 
value po~ yielded by the observed p~, p2, pa,  p, • If this value lies between 
Pa t  and P ~  the model is tenable for the specified confidence coefficient 
employed, let us say 1 -- a, or equivalently for the significance level a. 

Pooling of Data 

Shaw pools the results for the three problems, neglecting the fact that 
the same individuals and same groups worked the three problems in the same 
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sequence. Thus, she contrasts 8/15 or 53 per cent success for groups with 
5/63 or 7.9 per cent success for individuals. Using the z test  given by (1) 
with the awareness tha t  the lack of independence renders it  inadequate, 
this difference is statistically significant a t  the 5 per cent level. Moreover, 
since the correlation between observations can be assumed to be positive, 
the decision of statistical significance is on the conservative side. Also, 
Model A is rejected using the z test  given by  (4). I t  should be emphasized 
tha t  of the five groups, two solve none of the three problems and two solve 
all. Of the twenty-one individuals, none solves more than one of the three 
problems! Two alternate hypotheses are suggested: 1) Model B is operating; 
2) groups do bet ter  than individuals in a sequential solution of problems of 
the same kind. Hypothesis  2 can arise from three possibilities: (a) negative 
transfer in individuals, zero or positive transfer in groups; (b) zero transfer in 
individuals, positive transfer in groups; (e) positive transfer in individuals, 
greater positive transfer in groups. As regards hypothesis 2, Cook (1), using 
two versions of the disc problem (Problem III) ,  varying in difficulty of 
sequence, implies " t ha t  transfer 'spuriously' lowers the probabili ty of a 
given individual achieving the same degree of success or failure (relative to  
the rest of the groups) on both problems." The evidence from Shaw's groups 
suggests somewhat the same concIusion by indicating the plausibility of 
positive transfer in groups in sequential solution of problems of the same 
kind. A carefully designed experiment to ascertain the superiority of groups 
over individuals in transfer of training is suggested by this combined evidence. 
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