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ON THE R E L I A B I L I T Y  OF A W E I G H T E D  COMPOSITE* 

CHARLES I. MOSH~R 
SOCIAL SECURITY BOARD 

A general formula for the reliability of a weighted composite 
has been derived by which that  reliability can be estimated from a 
knowledge of the weights whatever their source, reliabilities, dis- 
permons, and intercorrelations of the components. The Spearman- 
Brown formula has been shown to be a special case of the general 
statement. The effect of the internal consistency or intercorrelation 
of the components has b~en investigated and the conditions defining 
the set of weights yielding maximum reliability shown to be that  
the weight of a component is proportional to the sum of its inter- 
correlations with the remaining components and inversely propor- 
tional to its error variance. 

Although the usual purpose of weight ing the component par ts  of 
a tes t  ba t te ry  in combining them to form a composite total score is to 
increase the validity of the composite, there may  be times when it is 
desired to assign weights in such a way  as to produce the most  reli- 
able composite. In the absence of a measurable  external criterion, fo r  
instance, the m a ~ m u m  reliability of the composite is certainly as le- 
gi t imate a basis for  assigning weights as is the intuit ive assignment  
of small whole numbers.  In any event, even if  the weights are as- 
signed in such a way  as to provide a least-squares est imate of some 
quanti tat ive criterion, the investigation of the effect of the weight ing 
of the components on the reliability of the composite is a problem of 
considerable, even if  secondary, importance. 

The present  paper  develops a generalized formula for  the reli- 
abili ty of a weighted composite, investigates certain special eases of 
unusual .interest, and derives the conditions of  maximum reliabil i ty. t  

The Generalized Formul~ for the Reliability of a Composite 
The generalized s ta tement  of the reliability of a composite is a 

function of  the reliabilities, the dispersions, and the intercorrelat ions 
of the components. I t  is here derived and stated in both explicit and 
in parametr ic  form. Let  us suppose a composite variable y ,  consisting 

* The opinions expressed in this article are those of the author and do not 
necessarily reflect the official views of the Social Security Board. 

t Certain of the deductions set forth in this paper are implicit in Kelley, 
T. L., Sta~/st/ca/ Method, Chapter IX, and others in Richardson, M. W. "The 
Combination of Measures," in Horst, Paul, The P~edietion of Personal Adj~st- 
ment, Social Science Research Council, 1941. 
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of the weighted sum of n component scores, x~, x , ,  . - - ,  x j ,  - . . ,  x~, 
so that  for  any individual, i ,  

y~ - -  W , x ~  + W . . x ~  + . . .  + W i x ~ j  + . . .  + W ~ x ~ ,  (1) 

where both y~ and x~ are  deviation scores. 
Let us represent  the variance due to e r ror  of the j - th  component 

by its squared s tandard error,  given by 

e2j = ~'j (1 - r . ) ,  (2) 

where r~j is the reliability of the component  x~. Now, since the 
e r ror  variance of each xi is multiplied, in its contribution to the error  
variance of the composite, by Wi and since by  definition the er ror  
variances of the components are uncorrelated, we may  wr i te  the 
error  variance of y as 

4 e . = Z  w. j~ j  w:;o~(1 r , )  - W2jo~s - ~ W ' j o ~ j r , .  (3) 

Now the total variance of the composite y is given by the expression 

a~- - -  W2 ~2 + W2=o2 ~ + . . .  + W2 ia=i + . . .  % W=,a" ,  

+ . . .  + 2 r ~ W ~ W ~ a ~ a i  + . . .  + 2 r j ~ W j W k a ~  (4) 

But  the reliability of y may  be expressed as a function of the ratio of 
the e r ror  variance to the total variance, thus 

~2y 
~ - ~  X - -  ~v 

(5) 
Y. W~o~ ~ - Y W2 s ~ r n  

- -  1 - (J < k )  

j j : l  k:'z 

This, then, is the basic formula by  which the reliability of the weight- 
ed composite may  be estimated from a knowledge of the dispersions, 
the weights, the reliabilities, and the intercorrelat ions of the  compo- 
nents. The Wj may be the weights  obtained f rom a least-squares re- 
gression equation, or the small whole numbers  assigned on some arbi- 
t r a ry  or intuitive basis to increase the " v a l i d i t y "  with which the com- 
posite will predict some vaguely defined, unmeasured "cri terion." In 
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either case the reliability of the resulting composite may  be estlrrmted 
from equation (5) .  

I t  is convenient, and in accord with common practice, to simplify 
equation (5) without  loss of generali ty by the reduction of the x# to 
s tandard scores and the introduction of the parametr ic  equation. 

so that  (5) becomes 

wj - -  Wtaj (6) 

~ u ~ j  -- ~ uf~ rj~ 

r ~ - -  1 ~ ~-1 ~ ' (7) 
:E Uf j + 2 T* ~ w~w~rf~ 
j = l  1ffil ~=-2 

remembering that  j < k. Equat ion (7) may also be wr i t ten  as (8) 

~. ~ tr~ t  + 2 E F. WiWkrih 

r ~ / - - "  ~-1 n ( 8 )  

w2j + 2 ~ ~ zeiu~rj~ 

Equat ion (8) is of especial inte,c.~t, since it  can readily be reduced 
to matr ic  form. Let  us define a row vector, W~, on the range ] ,  con- 
sisting of the n weights, wi ; let the matr ix  of intorcorrelations of  the 
components be r ,  where rjj is, as defined above, the reliabiliW coef- 
ficient of the tes t  ] ;  let us also define a second matr ix  R so that  each 
element Rj~ - -  rj~, but  the diagonal elements, Rjj - -  1 ~ r i j .  Then the 
numera tor  of (8) is seen to be Wj r W'i and the denominator is seen 
similarly to be W R W ' ,  the expressions fo r  numera tor  and denomina- 
t o r  differing only in the diagonal elements of the matr ix  of inter- 
correlations, since these are reliability coefficients in the numera tor  
term and total variances in the denominator  term. Equat ion (8) 
wri t ten  in matric  notation is thus seen to be: 

r ~ =  W r W' ( W  R W')  -~. (9) 

Special Cases and General Interpretations.  Before determining 
the values of wi which make r~  a maximum, it may be of interest  to 
investigate certain special cases and general propert ies  of the  formu- 
lation. The most obvious conclusion is, of course, tha t  r~  is uni ty  if, 
and only if, every rti fo r  which wj is not  zero is also uni ty- -a  conclu- 
sion of some consequence for  the practice of a t tempting to increase re* 
liability solely by  adding items. Similarly, if  every rjt is zero, wi th  its 
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corollary t~At every rjk is zero, then it follows that  r,y is zero--not a 
very profound conclusion. 

Concerning the values of the variables, wj ,  rj~ and ~j~, we may 
make certain assumptions and investigate the effect of these special 
conditions. This has been done systematically for equal and unequal 
weights, equal and unequal reliability coefficients, and for r~ equal to 
zero, unity, and unity when corrected for attenuation, i.e., rj~ = x / r s#r~ .  

Only those cases of particular interest are reported here. 
T h e  S p e a r m a u - B r o w n  F o r m u l a .  A special case of particular in- 

terest is the Spearman-Brown formula. I f  not only the dispersions 
are equal [or equated as in (6)] ,  but the weights of the components 
are equal, and set for convenience equal to unity, and if, in addition, 
the relJabilities are also equal, equation (7) becomes 

r w  = 1 - -  . _ ;  . . ( 1 0 )  

t=1 k=~ 

But remembering that  j < k ,  and letting ~,~ be the average ~alue of 
rik , 

2 '~. ~. r m = n ( n  -- 1)ej,. (11) 
)=1 [~'2 

and making this substitution in equation (10), we have 

n(1 - -  r j~)  1 - -  r~j 
r ~ - -  1 -- -- 1 -- , (12) 

n + n ( n - 1 ) ~ s ~  1 + ( n - -  1 ) ~ "  

Equation (12) not only constitutes a lemma convenient in the 
derivation to follow, but contains certain conclusions of importance,. 
to which reference will shortly be made. 

If the intercorrelations of the components are equal and, when 
corrected for attenuation, are equal to unity so that  each component 
is measuring the same variable, i.e., 

r j~  
- -  ----- 1 ( 1 3 )  
xlr i j  1*~k 

and r~ --  r ~ ,  rj~, ~ r~s, then equation (12) becomes 

1 -- ~ n ri~ 
r ~ =  1 -- 1 + (n - -  1)rjj 1 + (n -- 1)rsi" (14) 

This is the familiar Spearman-Brown formula for estimating 
test reliability, seen here to be a special case of the reliability of a 
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weighted composite as given by equation (5) under the conditions 
that 

Wj=Wk, ¢j=ck,r~j--~,and rj~ =1. 
~/q'H rh~ 

Returning to equation (12), it can be seen that the reliability of 
a composite of equally weighted standard scores increases with in- 
creasing average intercorrelation of.the components. This conclusion 
has been stated before by Richardson and is implicit in the Richard- 
son-Kuder treatment of reliability. The significance of its restate- 
ment here is that the same conclusion appears again as a lemma in 
the development of the Spearman-Brown formula, which has been 
considered by Kelley* as a measure of reliability of a different nature 
from the Richardson-Kuder reliability. The effect of the intercorrela- 
tions of the components is investigated further below. 

Effect of Inter'relationships of the Components. Certain effects 
of correlated vs. uncorrelated components on the reliability of the re- 
sulting composite can be deduced as special cases from equation (8), 
repeated here for ready reference. 

Is n,-.l m 

r , , =  (8) 
~u~j + 2 ~ ~. wi~r ik  

j= l  

If the components are mutually uncorrelated, so that f o r  any 
pair of components, i and k ,  rj~ - -  0 ,  equation (8) reduces .to 

w~fH (15) 

This is equivalent to the statement that, for  mutually uncarre- 
lated components, the reliability of  the weighted composite is, a 
weighted mean of the reIiabilities the weight of each being u ~ .  For 
equal weights, this reduces to the mean reliability of the components, 
a value generally less than that of the most reliable of the sub-tests. 
In view of the tendency among some workers in the field to seek un- 
correlated components for prediction, due to the dependence on the 
multiple regression concept, t this conclusion is of more than passing 
interest. 

* Kelley, T. L., The Reliability Coefficient, Psychomctfika, 1942, 7, 764~. 
t On this, el. Richardson, M. W. "The combination of  m e s s a r ~ "  In  Horst, 

Paul, The Prediction of Personal Adjustment, Social Science Research Council, 
1941, especially pp. 392 and S~Ft. 
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The frequent loose statement of the Spearman-Brown formula, 
ignoring the assumptions following equation (14), as "The reliability 
of a test increases as its length increases," together with a loose appli- 
cation of the principle of multiple regression and its corollary that 
"Other things equal, Ru.ik .... is a maximum if the intercorrelations, 
rjk are a minim-m/ '  has led to the uncritical combination of unre- 
lated measures to increase '~validity" for some vague and ill-defined 
criterion, without regard for the effect on the reliability of the meas- 
ure. 

When, on the other hand, the intercorrelations are all equal to a 
given value, say rs~, equation (8) becomes 

~ = ~ uf~ + 2 ~sk ~ ~ w~w~ " (J < k) (16) 

If, moreover, the reliabilities are also equal, this becomes 

rjj :~ ~v=j + 2 ?jk ~ :~ wjw~ 
rn  - -  ~ w= i + 2 ~,~ ~. ~ w~w~ " (17) 

If, however, the weights are equal, but the reliability unrestricted, 
equation (16) becomes (remembering j <: k and letting the mean of 
the n reliabilities be ~Js), 

r~ = . (18) 
1 + ( n -  1)~j~ 

The  third possibility with regard to the intercorrelations of the 
components is that, when corrected for attenuation, they are equal to 
unity as in 

rs~ = ~/rjs r ~ .  (13) 

Under this condition, the expression for the reliability of a composite 
becomes of especial interest only if the reliabilities are equal. Then  
rik = rjj and equation (8) may be written 

r~=r~__ ~ w~  + 2 r ,  ~ ~ w~w~" (19) 

Since r~ < 1,  the denominator of the fraction is always less than the 
numerator and, hence, for equal reliabilities of tests all measuring the 
same factor, r~ is greater than r ~ .  If, as we have seen earlier, the 
weights are also equal, r~ is given by the Spearman-Browr formula. 

Weighting for  m a x i m u m  reliability. Given the algebraic state- 
merit of the reliability of the composite in terms of ~'~, r;~, and ~ ,  
in wb.ich the first two sets of values are given by the data, it would 
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appear simple to determine that  set of weights yielding maximum re- 
liability. The general approach is, of course, obvious--obtain the set 
of partial derivatives of equation (7) with respect to each ws in turn,  
and solve the resulting set of homogeneous equations simultaneously, 
arbitrarily equating one of the w~ to unity. The actual solution for  
the general case, however, is far  from simple. 

Differentiating equation (7) with respect to each weight, w~, 
in turn  yields: 

OIop 
(2w, - 2wpr~) (~, wa¢ + 2 ~ ~ w~w~rt~ ) 

(Y. ufj  + 2 Z  ~ wjw~rj~) • 
(20 )  

(2w, + 2 ~. w~r~) (~  ufj  - ~ u f j r . )  
- ( k ÷ ~ )  

If 0rw/0wp --  0 ,  then the numerators of the two terms above are equal, 
thus: 

w~(1 - r~) (~  uf~ + 2 ~  E wjw~r,~) 

--  (w~ + Z u~r~) (Z ufj  - -  Z w=~rJi). (21) 

Equation (21) defines a set of n homogeneous simultaneous equations, 
since p may take each valve from one through n .  These equations can 
be solved only by imposing a fur ther  limitation. 

I t  is convenient to define the weight of one variable, say the 
q-th component, as unity. Dividing each of the remaining ( n - l )  

0rw 
equations of (21) by the equation resulting from equating ~ to zero 

gives 
~t--1 

w,, + :E w~ r~  
w , ( 1  - rw)  _ 
w q ( 1  - -  rqq) ,,-~ , (k ~ p)  ( 2 2 )  

W~ + ~ W~ rq~ (k # q) 
k 

or, since w~ ~ 1, 

(1 - - r ~ , )  '~ 
- -  ( 2 3 )  

m--1 
wp (1 - rqq) 1 + ~ w~ r,~k 

k 

Clearing of fractions yields 

Wp(1-- r~) (1 + ~ Y.~'rqk) '-"Wp(1-- rqq ) "4- (1 --'rqq)~ w~r,.~. (24) 
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Subtract ing w~ (1 - rqq) from both sides yields 

w p [ ( 1 - - r ~ , ) ( l + ~ w ~ r ~ ) - -  ( 1 - - r ~ q ) ] = ( 1 - - r ~ ) ~ w ~ r ~ .  (25) 

Expanding the bracketed term gives 

w,[1 -- r .  + ~. w~ r~ (1  -- r~)  -- 1 + rqq] --- (1 -- rqq) ~. w~ r ~ .  (26) 

Solving explicitly for  wp, 

F. u~ r ~ ( 1  - -  rqq) (k ~ p) (27) 
m , - -  ( ~ w k r q k ) ( 1 - - r ~ )  +rqq--r~"  (kC:q)  

From equation (27) we can s tate  that,  for  maximum reliabili ty 
of  the composite, the weight  of  a component  is directly proportional 
to the weighted sum of its intercorrelations with the  remain ing  com- 
ponents, and inversely proportional to its er ror  variance. 

The explicit s ta tement  of equation (27) is given below fo r  the 
case of  two variables, where  variable 2 is taken as t he  q ~ h  compo- 
nent. 

w, r=  (1 -- r=) 
W l  - - -  

w~ r12(1 -- r11) + r~r l l  

w ,  - -  1 ,  ( 2 8 )  

whence 

r~2 (1 - r,1) + r ~  - rl," 

An exaet solution to the equations for  more than t~ro variables 
is not apparent  to the writer ,  although an i terat ive approximation 
should yield results. The difficulties of computation, however,  render  
equation (27) of  theoretical ra ther  than practical value. 


