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S Y N T H E S I S  OF VARIANCE 

FRANKLIN E. SATTERTHWAITE 
UNIVERSITY OF IOWA 

The distribution of a linear combination of two statistics dis- 
tributed as is Chi-square is studied. The degree of approximation 
involved in assuming a Chi-square distribution is illustrated for 
several representative cases. It is concluded that the approximation 
is sufficiently accurate to use in many practical applications. Illus- 
trations are given of its use in extending, the Chi-square, the Student 
"t" and the Fisher "z'" tests to a wider range of problems. 

Introduction 

In the analysis of normally dis tr ibuted statistics,  the var iance  
occupies a prominent  role. Therefore  a knowledge of the dis t r ibut ion 
of the statist ics used to es t imate  the var iance is impor tant .  The Chi- 
square dis tr ibut ion furnishes  an exact method for  evaluat ing the sig- 
nificance of many  of the estimates in common use. Thus, to deter-  
mine the significance of an est imate of variance,  

~ 2 - -  Z ( x ~  - ~)~ 
~ - -  I ' - - - -  ' 

we en te r  a table of  the Chi-square dis t r ibut ion wi th  

( n  - 1 ) j  ~ _ E ( x ~  - ~)~ Z 2 = 
a 2 a~  

and n -- 1 degrees of freedom. We shall call est imates so evaluated 
sim.ple estimates of the variance. However,  in pract ical  problems the 
best  est imates available are  of ten not  simple est imates  but  a re  given 
by a l inear  combination of two or  more  simple estimates.  We define 
such est imates  as complex estimates of variance. In  general,  the  Chi- 
square distr ibution does not  give an exact tes t  fo r  a complex est imate 
of variance.  The purpose of this paper  is to give an approx imat ion  
to the dis tr ibut ions of complex est imates of var iance which is based 
on the Chi-square dis t r ibut ion and which is usually accurate  enough 
for  practical  use in Chi-square, S tuden t  "t "~ and F i sher  "z"  tests. 
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Mathemat i ca l  Deve lopmen t  

Let x and y be two independent simple estimates of variance with 

expected values x and y ,  and with degrees of freedom "?~ and r~. By 
t rans fo rming  the formula for  the Chi-square distribution, we obtain 
for  the distr ibution of x ,  

1 1^ \r,/2 e-r~'r/2 ~ f,(x) 

and a similar distribution, f: (y) ,  for  y .  The distr ibution funct ion of 
z --  x + y will then be 

~ z 

F(z )  = A ( x )  f . ( z -  x )dx  

= K x ~-~ (z -- x )  b-~ e-~/,-~(,-,),,dx, 

where a ~ r~ /2 ,  b ~ r~ /2 .  If  we now specialize our distr ibution to 
the case where r~ and r~ are both even integers, we can expand 
(z - x) ~-~ by the binomial theorem and integrate  on x by parts.  The 

resul t ing funct ion of z is a l inear function of several Chi-square func- 
tions which when integrated gives for  the probabili ty tha t  z will be 
greater  than  some fixed value, w ,  

- 

P ( z > w ) - ~  (--1)~ (a+ i - -1 )  ! a ~ b ~ 

P [ x  2 > 2 b w / y  2 ( b - i ) d . f . ]  ~"-~ ( a + b - ] - 2 ) !  
[a/:~ - b / y ]  a+* j:o (b - i 1) !(a  + i - ] - 1) -Y 

(a)i~1-b (-~y) b P[x2 > 2 a w / ~ ' 2 ( a  + b -  ] -  [a/.~ - b~ .~] ~.1 

It  is readily seen that ,  even for  the simplified case here consid- 
ered, the exact distr ibution of z is too complicated for practical use. 
We shall therefore approximate the distr ibution of z by use of a Chi- 
square distr ibution with r degrees of freedom. To determine r we 
impose the condition tha t  both the theoretical and the approximate 
distr ibutions of z shall have the same variance. On calculating the 
second moments  abou t  the means of f, (x) and f~ (y) ,  the variances of 
the distr ibutions of x and y are found to be 

O'x2 " - -  ~ ' O'Y~ ---- --'?2 ° 
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Similarly, the variance of the approximate distribution of z is 

_ + 
052 --'-- • 

Since the variance of a sum of independent variables is equal to the 
sum of the variances, we therefore have, 

o r  

0 . 2  ---- (r,Z2 ~ fly2 

from which we may determine the effective number of degrees of 
freedom, r, of the approximate distribution of z. In practice, the 
expected values, ~ and y ,  are usually unknown and are estimated by 
use of x and y .  

In Figure 1 we have plotted both the exact and the approximate 
distributions of z for several values of the parameters. In each in- 
stance the agreement appears to be satisfactory enough for purposes 
of testing significance. On the basis of the few values so far  inves- 
tigated we should not be justified in making any general statements 
regarding the degree of approximation involved. However, from gen- 
eral reasoning we should expect the approximation to improve in the 
following situations: 

1. As the r 's increase, since both the exact and the approximate 
distributions approach the same normal distribution with the in- 
crease in the number of degrees of freedom. 

2. As the ratio r~/r,_x approaches unity, because the approxi- 
mate and the exact distribution formulas are identical when this ra- 
tio is unity. 

In general, the theoretical distribution is flatter topped than the 
Chi-square approximation. ]f  we are going to use the approximation 
in a Chi-square test, we are interested in the upper end of the dis- 
tribution and our rule slighly overestimates the best number of de- 
grees of freedom to use. If  for distribution (C~) in Figure 1 we had 
assumed 5.9 effective degrees of freedom instead of 7.7 effective de- 
grees of freedom, the approximate distribution would have been the 
dashed line, (C~), and the theoretical would have been given by the 
associated dashed curve, a very close agreement at the upper end of 
the distribution. For the Student "t" test we are interested in the 
lower end of the Chi-square distribution (which affects the upper end 
of the "if' distribution) so that  our rule slightly underestimates the 
effective number of degrees of freedom. In Figure 1, the dashed line, 
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(Ca), gives the approximation to the C distribution based on 9.0 de- 
grees of freedom instead of the 7.7 given by the rule. The correspond- 
ing theoretical values given by the associated dashed curve show a 
very good fit at the lower end. For a Fisher "z" test our rule slightly 

P R O S A B I L I T  Y-  % 
~ 9 i  9 5  tO 75 5O ~,$ lO $ t qql Ol 

I I 1 , .  I I,~ l,o I • I < " " ' ° ° " ' 1 , ,  J ,l . . :1 ,i I I I 

XA/iF / V A/ !M/  

[,: 

c'~ Q.', 0 5  I 5 IO ? 5  50  75  i l l  ~ 99  9 ~  t i l l 9  
PROB, A B I L I T  V-  % 

FICUR~ 1 

The exact distributions of the complex estima.tes of variance listed below axe 
plotted on the chart  as horizontal curved lines. The chart  is so designed that  any 
horizontal s t raight  line corresponds to a Chi-square distribution with the num- 
ber of degrees of freedom given by the vertical scale. The approximation sug- 
gested in this paper is given by the straight line tangent to the theoretical dis- 
tribution. The degree of approximation may be measured numerically by follow- 
ing along lines of constant Chi-square. For example, a Chi-square of 16 for the 
(E) estimate of variance corresponds to a theoretical probability of 1% as is 
given by point, a ,  on the chart. However, if one uses the approximate distribu- 
tion, he would read the point, B,  obtaining a probability of 0.8% instead of the 
correct value of 1%. The distributions plotted are for complex estimates Of vari-  
ance with the following parameters :  

r~ l'~ i'/~7 ~'. ~/r_.7 r 

(A) 4 2 114 8 100/33 
(B) 8 4 1 2 32/3 
(C) 6 4 1/2 3 54/7 
(D) 20 4 1/2 10 180t21 
(E)  4 2 1 2 16/3 
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overest imates the effective degrees of  f reedom in the numera tor  and 
underest imates  them in the denominator.  N o  a t t e m p t  has been made 
to es t imate  the foregoing adjus tments  without  actually calculating 
the theoretical distribution. However,  they are apparent ly of  small 
enough magnitude to have little effect on the conclusions d rawn in 
significance tests. 

The analysis above is readily extended to the case when z is a 
linear function of several simple est imates of variance. I f  

Z--q, lXl Jr q, zX2 + """ 

where x~ has the  expected value, x~, and its distr ibution has r~ de- 
grees of  freedom, then rz/~ is approximately  dis t r ibuted as is Chi- 
square, with r degrees of freedom, where  r is determined by the equa- 
tion, 

( a ~  + a~x~ +. . . )~  (~  ~;~)~ ( a ~  ~)-" 
+ - -  + . . . .  (1) 

I f  some of the a's are  negat ive,  special care should be exercised in 
using the x's to es t imate  the x's in (1) .  I f  the t rue value of ~ is small, 
ma jo r  errors  may  result  f rom such an approximation.  Also the theo- 
retical distr ibution in this case is not necessarily f lat ter  topped than 
the approximation so that  the foregoing remarks  regarding the de- 
gree of approximation do not apply. 
Applications 

The first application we shall make is to the Student  " t"  test  of 
the significance of the difference of the means of two samples. The 
usual est imate of  variance used in this test  is, 

- __ ~ . ( x l i - - x l ) 2 + Z ( x ~ j - - x ~ ) 2  ~ , / 1  1 
~ ' J - -  N ~ + N : - - 2  _ _ ~ + ~ '  

with N~ + N:2 - 2 degrees of freedom. The use of this est imate is 
based on the assumption that  both samples were drawn f rom normal 
populations with the same variance. Frequent ly  we do not have suf- 
ficient evidence to jus t i fy  such an assumption of  homogeneity of  vari-  
ance, and sometimes we have definite evidence of a lack of homogene- 
ity. To avoid making such an assumption we can use as an est imate 
of  the variance of  the difference, 

- -- 0"12 0"22 

Z(x,j - ~1)" 
= N1 (N1 - l i' "+ 

Z (x,i - }2) 
N~(N~ - 1) " 

(2) 
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We have shown tha t  while the use of such complex estimates of vari- 
ance in Student  " t ' "  tests is not str ict ly correct, the probabilities cal- 
culated are approximately correct when the number  of degrees of 
freedom, r ,  is calculated from equation (1). Thus 

~B 4 ( a 1 2 / N ~ )  2 ( ~ 2 / N ~ )  2 
- -  ..[_ 

r ( N 1 -  1) ( N 2 -  1) " 

The technique presented in this paper appears to have wide ap- 
plication when we are dealing with data  subject to wha t  we shall call 
" random classification." For  example, if  we are s tudying students 
and classify them according to schools, we have a random classifica- 
tion if  the par t icular  schools enter ing into our exper iment  are con- 
sidered to be a random sample f rom a population of schools. On the 
other  hand, if  we classify the students by methods of teaching, we do 
not  have random classification because the p r imary  object of s tudy 
is here the par t icular  methods used, not  some population of methods. 

To i l lustrate the application of our theory to random classifica- 
tion, we shall examine the variance of cer tain normally distr ibuted 
data,  x~j, (i ~ 1 , 2 ,  . . . ,  a ;  j ~ 1 , 2 ,  - . - ,  b) which fall into classes 
identified by the subscript, i .  We assume tha t  there is significant 
variat ion between classes. Let t ing m~ be the expected value of the x's 
in the i th class, we assume tha t  the m,'s are normally distr ibuted 
about a mean m .  The following table lists the different variances 
enter ing into this problem with the corresponding estimates indicated 
by a wave, ( - ) .  

~I ~- ~ variance of (x~j -- m~) ; 

-a~ 2 : ~ , ( x ~ i  - -  [ v i ) ~ ' / a ( b  - 1). 

a~2 : variance of (x~ -- r~) -- (~-~ - m~) + (m~ - ~ )  ; 

~r~2 : Z ( x i  - x ) 2 / ( a -  1 ) .  

a.¢ - - v a r i a n c e  of (x~ - m:) ; 

~a' - -  ~r , ' /b  . 

a J  - -  variance of (m~ - rn) ; 

~," - -  [722 - ~,~-/b since ~ = a.J + a,'-. 

We see tha t  a J  is the t rue  variance between classes and tha t  its esti- 

mate is a complex est imate.  I f  we should desire to use ~# in a sta- 
tistical test,  we may.assume tha t  r,[~,~-/~J is distr ibuted approximate- 
ly as is Chi-square wi th  r , ,  the number  of degrees of freedom, deter- 
mined f rom equation (1).  Thus. 
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~,, ~,, ('~12/b ) ~ 
r, - - a - 1  + a ( b -  i ) "  

Given the data  above, we frequent ly  wan t  to determine confidence 
limits within which we may  expect an additional i tem in a new class 
(i.e., x,÷l,i) to fall. Two additional variances enter  into this problem, 
namely, 

a5 2 ~- variance of (x - m) ,  

-~5 2 --- ~rz2/a, since x is an average of  the  x~'s; 

~6 ~ - -  var iance of (xa÷l,j -- x) ~ (xa÷~ j -- ma+~) 

~--- (1 - -  1 / b ) ~ :  2 + (1 + i / a ) ' a ,  2. 

The appropr ia te  number ;  r6; of degrees of f reedom for  the approxi- 
mate distr ibution of ~o~ is obtained f rom equation (1) .  Thus, 

g6 4 [ ( 1  - 1 / b ) J l - ' ]  2 [ ( 1  + 1 / a ) ~ . 2 ]  * - -  + 
r6 a (b  - i) a -  1 

Then, determining the value of the Student " t "  for the desired con- 
fidence level and r6 degrees of freedom, we should expect x~+,,i usually 
to fall within the limits, 

x -  t~ ,  < x~+~,j < x + t ~ .  

For  our last example we shall take two groups of students,  x~j 
and y ~ ,  each group being classified according to instructor.  The 
inst ructors  in the x group each used a different  teaching method 
w, hile those in the y group all used the same method. We should 
like to determine whether  or not  the differences observed between 
the methods in the x group are  significantly g rea te r  than would 
have been expected because of variat ion in the ability of  the instruc- 
tors .  We therefore  compare by use of the  F isher  "z'" tes t  the  esti- 

mate  ( r~  above) of the t rue  variance between instructors  fo r  the  x 
group with the corresponding est imate for  the y group. Since a,~ is 
a complex estimate of variance, the appropr ia te  number  of degrees of 
f reedom must  be determined f rom equation (1) .  
Conclusion 

This paper  gives an extension of the Chi-square, Student  "t,'" and 
Fisher  "z" tests to si tuations where the Chi-square dis tr ibut ion does 
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not give an exact evaluation of the estimates of variance used. This 
condition arises wherever  the variance of a statistic can not  be esti- 
mated directly but  must  be estimated by a l inear function of two or 
more independent estimates. The analysis of variance provides us 
with a powerful method for  spli t t ing the variance of a statist ic into 
its e lementary factors. The synthesis of variance provides a method 
¢or construct ing the variance of complex statistics out of such ele- 
men ta ry  factors.  

His tor i ca l  N o t e  

The problem treated in this paper has been recognized by R. A. 
F isher  and others, par t icular ly  in connection with tes t ing the sig- 
nificance of the difference between means. R. A. F isher  suggested a 
method of solution as an il lustration of fiducial theory. B. L. Welch 
compared several suggested approximations and il lustrated the i r  bias 
as compared with the approximation used in this paper. He did not 
investigate the accuracy of the approximation here used. P. L. Hsu 
investigated the problem from the s tandpoint  of errors of the second 
kind (Pearson-Neyman theory) .  He found the general distr ibution 

of (xl - ~¢,_)/~B [equation (2)]  which, as we would expect, is very 
complicated. Where comparable he confirmed the conclusions of 
'Welch. 
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