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E X A C T  B O U N D A R Y  Z E R O  C O N T R O L L A B I L I T Y  

O F  T H R E E - D I M E N S I O N A L  

N A V I E R - S T O K E S  E Q U A T I O N S  

A.V. FURSIKOV 

ABSTRACT. In a bounded three-dlmensional domain f] a solenoidal 

ini t ial  vector field vo(x) E H3(f~) is given. We construct  a vector 
field z(t ,  x) defined on the lateral surface [0, T] x 0 ~  of the cylinder 
[0, T] • ~ which possesses the following property: the solution v(t,  x) 
of the boundary value problem for the Navier-Stokes equation with 
the  init ial  value vo(x) and the boundary Dirichlet condition z(~, x) 
satisfies the relat ion v(T,  x) - 0 at the ins tant  T. Moreover, 

I1~'(~,')11~(.) _< ~ e x p ( - k / ( T  - t) 2) as t -* T, 

where c > 0, k > 0 are certain constants. 

We investigate an exact controllability problem for three-dimensional 
Navier- Stokes equations. Namely, for a given initial value vo(x) defined 
in the bounded domain ~ C R 3, we seek a boundary Dirichlet condition 
z(t, x), (t, z) E [0, T] x 0f~ such that  the solution v(t, z) of the boundary 
value problem for the Navier-Stokes equations mentioned above is equal to 
zero at the instant T. Moreover, the constructed control function z( t ,x)  
provides v(t, x) with the high rate of decaying as t --* T: 

[]v(t, .)[[H3(f~) < c e x p ( - k / ( T -  t) 2) as t --~ T 

with suitable constants c > 0, k > 0. 
To solve the problem mentioned above, we use the method suggested 

in the papers of Fursikov and Imanuvilov [1], [2], where exact controlla- 
bility problems were solved in the cases of the Burgers equation and the 
two-dimensional Navier-Stokes system. This method is based on the use 
of the optimality system of a certain extremal problem for the equation 
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being investigated. As in the two-dimensional case ([2]), we reduce the ex- 
act controllability problem for three-dimensional Navier-Stokes equations 
to the same problem for the Helmholtz equation which describes the  curl 
of the velocity vector field v(t, z). But in contrast to the two-dimensional 
case, the three-dimensional Helmholtz equation is indeed a system defined 
on solenoidal vector fields. To overcome the difficulties arising in the inves- 
tigation of this system we had to develop the method of [1], [2] in several 
directions and, in particular, to take a new minimized functional in the 
extremal problem mentioned above. 

The case of simply connected bounded domains is the main one in this 
paper. Nevertheless, we can solve the controllability problem in the case of 
multiply connected domains as is shown in 1%emark 1.1 below. 

The principal part  of this work was done during the author 's  stay in Pade- 
born University as visiting professor. I am grateful to Professor 1%. 1%aut- 
mann for his kind invitation and the excellent conditions for scientific work 
created there. 

1. STATEMENT OF THE PROBLEM AND FORMULATIONS OF THE RESULTS 

1. In a bounded simply connected domain f~ C R 3 with the C~176 
Of~ we consider the Navier-Stokes equations 

O t v ( t , x ) + ( v , V ) v - A v + V p ( t , z ) = O ,  divv = 0, (1.1) 

where t E (0, T), x = (xl,  z2, zz) E f~, v(t, x) = (vl, v2, vz) is a velocity vec- 
tor field, Up is a pressure gradient, 04 = O/Ot, (v, V)v = ~ j  vj 0iv, 0iv = 
Ov/Oxj, A is the Laplace operator, div v = ~ j  Ojvj. 

Suppose that  

v(t, ~)1,=0 = v0(z), (1.2) 

where v0(x) E (L2(~2)) 3 is a given solenoidal vector field. 
The  boundary zero controllability problem for the Navier-Stokes equa- 

tions is to find the boundary value z(t, z) of the velocity v: 

v(t, x')  = z(t, z'), z'  e Of~, t 6 (O,T), (1.3) 

where 0 < T < oo , such that  the solution v(t, z) of the boundary  value 
problem (1.1)-(1.3) satisfies the relation 

v(T, z) - 0 (1.4) 

at the instant T.  To make this statement more precise and to formulate  the 
results, we introduce certain functional spaces. 
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We denote by Wff(f]), where k is a positive integer, the Sobolev space of 
functions defined on f] which have the finite norm 

Hvll~w~(a) = f ~_, ]Dav(z)12dz, (1.5) 
a l~l_<k 

where a = (t~l,a2, a3) is a multi-index, lal = 81 + 82 + a3,  Day -" 
= Ola[v/Ox~'Oz~Oz~ 3. We shall also use the Sobolev spaces W~ with 
an arbitrary real s. These spaces are defined, for instance, in [3]. 

Let us define the space of solenoidal vector fields on f]: 

g k ( a )  = {v(x) = (v,,v2,v3) E (W~(a))a : divv = 0}. (1.8) 

In addition, we shall also need the following spaces of functions defined on 
the cylinder O = (0, T) x f]: 

W(m)(O) -- {v(t, z) e n2(0, T; W'~+2(f~)) : O~v(t, z) E L2(0, T; W'~(f~))}, 
(1.7) 

H(m)(O) = {v e L2(0, T; H'~+2(f])) : cg, v e L2(0, T; H'~(f]))}. (1.8) 

The spaces W(m)(E) of vector fields defined on the lateral surface Y:. = 
(0, T) x 0f] are defined by analogy with (1.7) (in (1.7) f~ should be replaced 
by c0~). 

Note that the solution of problem (1.1)-(1.4) can be reduced to the case 
where the initial value v0(x) from (1.2) satisfies the conditions 

vo(=) E Ha(f]), IlvollH (n) _< s, (1.9) 

where e > 0 is sufficiently small. In order to prove it, we set 

z(t ,  x)  - 0 

on time iterval (0,T1), where T1 is sufficiently large. It is easy to get by 
energy estimate that  the solution v(t, z)  of problem (1.1)-(1.3) with z - 0 
satisfies the conditions v(T1, z)  E Ha(f]), []v(T1, ")[]H~(a) << 1 at the instant 
t = T1. Then we can solve the controllablity problem (1.1)-(1.4) with the 
initial value vo(z) = v(T1, z) .  

The principal result of this paper is the following. 

T h e o r e m  1.1. Suppose that f] C R 3 is a bounded simply connected do- 
main, T > 0 is given, and vo satisfies (1.9) with a sufficiently smal ls .  Then 
there exists a boundary control z E W(z/2)(E) such that the solution v(t, z )  
of problem (1.1)-(1.3) satisfies relation (1.4). Moreover, 

<_ c e x p ( - k / ( T -  t) 2) as t ---, T, (1.10) 

where c > O, k > 0 are certain constants. In addition, the required control 
z can be found in the class of vector fields tangent to Of]: 

(z(t,x),n(x)) = 0, x E 0f~, t e (0,T), (1.11) 
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where n(x) is the vector field of the normals external to Of~. 

On the whole, this paper is devoted to the proof of this result. 

Remark 1.1. It  is possible to get rid of simply connectedness of [2 by re- 
moving constraint (1.11) on control z in the interior parts of the boundary 
0[2. To do this, we replace ~ by simply connected domain f~l with the 
boundary 0~21 which coincides with the exterior part of 0fL Then we pro- 
long the initial value from [2 up to f21, apply Theorem 1.1 to this case, and 
thus solve problem (1.1)-(1.3) with the boundary condition z constructed 
in Theorem 1.1. Then the restriction imposed on the solution of (1.1)-(1.3) 
on cgf~ will be the solution of the exact controllability problem in the case 
of multi-connected domain fL 

2. First of all, we pass from the Navier-Stokes equations (1.1) to the ttelm- 
holtz equations for the curl of velocity v(t, z).  Since by definition curl v = 
= (02v3 - 03v2, Ozvl - 01v3, 01v~ - 02vl), the following well-known equality 
holds: 

(y, V)y = - y  x curl y + V(y2/2) ,  (1.12) 

where y x z = (y2z3 - yaz2, yazl - ylz3, ylz2 - -  y2Zl) is the vector product 
of the vectors y = (Yx,Y2,y3), z = (zl,z~, z3). Therefore, applying the 
operator  curl to the first equation in (1.1) and taking into account the 
relation curl V f ( x )  -- O, we get the Helmholtz equations: 

Ot curl v(t, z) - A curl v -- curl(v • curl v) = O. (1.13) 

When the operator curl is applied to the relations (1.2), (1.4), the latter 
take the form 

curl v(t, z)lt=o = curl vo(x), (1.14) 

curl v(t, x) l ,=r  = 0. (1.15) 

The following result will be proved later. 

T h e o r e m  1.2. Let the condition of Theorem 1.1 be fulfilled. Then there 
exists a function v(t, z)  e H(2)(O) satisfying Eqs.(1.13)-(1.15) and inequal- 
ity (1.10). In addition, its boundary value z = riP. satisfies constraints 
(1.11). 
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2. UNIQUE SOLVABILITY OF THE OPTIMALITY SYSTEM FOR ONE 

EXTREMAL PROBLEM 

1. Let G C R 3 be a bounded domain with the C~176 0G and Q = 
= ( 0, T) x G. To prove Theorem 1.2, we consider the linearized analog of 
(1.13) defined in Q: 

O, curlv(t ,x)  - A curly -- curl(a x curl v) = f( t ,  x), (2.1) 

where a(t, z) = (hi, a2, ha) E (W(2)(Q)) 3 and f are given. The assumptions 
on f will be given below. 

The exact zero controllability problem for (2.1) is to find v(t, z) e W(2)(Q) 
satisfying (2.1), (1.14), (1.15). (Note that in the first phase of our costruc- 
tion we do not require that  the desired vector field v(t, x) be solenoidal.) We 
shall solve this problem under the following further assumptions on v0(x): 

vo(x) e (W3(G)) 3, vo(x)[aa = Oi~vo(x)[oa = 0, j = 1, 2, (2.2) 

where 0~ is the derivative of order j with respect to the normal n external 
to OG. 

First, we reduce problem (2.1), (1.14), (1.15) to the case where v0(x) - 0 
in (1.14); for this we consider the boundary value problem 

Otx(t, x) - A x - a(t, z) x curl X = 0, (2.3) 

X I s = O ,  where S = ( 0 , T ) •  (2.4) 

xl,=0 = (2.5) 
Since (2.3)-(2.5) is a linear parabolic boundary value problem, it follows 
that there exists a unique solution x(t,  z) E W(2)(Q) for v0 satisfying (2.2) 
(see [4], [5]). 

We make in (2.1) the change of the unknown function 

v(t, z) = u(t, z) + O(t)x(t, z), (2.6) 

where u(t, x) is the new unknown function, x(t,  z) is the solution of problem 
(2.3)-(2.5), e(t) E C~176 e(t) m 1 for t e (0 ,T/a) ,  o(t) = 0 for t e 
(2T/3 ,T) ,  0 < 8(t) < 1. Substituting (2.6) into (2.1), (1.14), (1.15) and 
taking into account (2.3)-(2.5), we obtain the relations 

Lu -- c3t curl u(t, x) - A curl u -- curl(a x curl u) = g(t, z), (2.7) 

curl u[~=o = O, (2.8) 

curl u[~=T = O, (2.9) 

where 
g = / + / o  and /o=- (0 ,0 (0 )cur lx ( t , x ) .  (2.10) 
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By virtue of the well-known estimates for the solution X of problem (2.3)- 
(2.5), we get 

II.fo(t, ")ll~.~(a) - IO, O(t)l e x p ( f  IlVal]cc~) dt)ll~oll~cG), (2.11) 
o 

IIxlIHc~CQ) -< CIIvollH~c~), (2.12) 
where the constant C depends continuously on IlallHc~Cq)- 
2. To reduce (2.7)-(2.9) to a coercive problem we assume that  the solution 
u E W(2)(Q) of (2.7)-(2.9) exists and consider the extremal problem of 
minimizing the functional: 

1 / ~r x)u2(t ' z) dz dt ~ inf (2.13) 

q 

on the set of functions u e W(=)(Q) satisfying (2.7)-(2.9). Here ~r z) > 0 
is a certain weight function, which will be precisely defined below. 

The optimality system of this problem is 

L*p -- i~t curlp + A c u r l p -  curl(a x curl p) = ~:2u, (2.14) 

divp = 0, (2.15) 

pls = o ,  o,,pls = 0,  on curl pls = 0, (2.16) 

It will be clear later that  it is not necessary to derive (2.14)-(2.16) in order to 
make a formal rigorous justification. Nevertheless, to make our presentation 
clearer, we give the draft of the optimality system derivation. 

In order to apply the Lagrange principle ([6]), we must write the Lagrange 
function 

L ( u ,  p) = 12 j [ x2~2 dz dt + J((O~ curl u - 

Q Q 

- .",curl,, - curl(,, • curl,,) - g),p)dxdt, (2.17) 

where p(t, z) is a function defining a functional on the space coinciding with 
the image of the operator L from (2.7). Since the image of L consists of 
solenoidal vector fields, relation (2.15) holds. 

The Lagrange principle asserts that  there exists p(t, z) such that  the 
relation 

L~(~ ,p)  = 0 
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holds for the solution u of the extremal problem (2.13), (2.7)-(2.9). This 
means that  for an arbitrary h E W(2)(Q) satisfying the conditions h]~=o = 
h[~=T ---- 0, we have 

0 = h) = 

=/ [~ r  h) - ((cOt curl h - A curl h - curl(a x curl h)), p)] dz dr. 
q J (2 .18 )  

Taking h E CS~ we obtain (2.14) understood in the sense of the theory 
of distributions. Since for any ~ E C~176 div ~ = 0 there exists h E 
(W(2)(Q)) 3 such that  curl h = ~, we must substitute ( into (2.18) instead 
of curl h and integrate by parts. Then we get P[s = O, c9,~p[s = O. Now we 
return in (2.18) to the function h and, integrating by parts, first transform 
the operator curl from h into p and then obtain the third equality from 
(2.16). I 

The optimality system (2.7)-(2.9), (2.14)-(2.16) will be the main object 
of our investigation. If we prove the unique solvability of this system, then 
we shall automatically get the solvability of controllability problem (2.7)- 
(2.9), taking the component u of the optimality system's solution (u, p) as 
its solution. To solve the optimality system (2.7)-(2.9), (2.14)-(2.16), we 
first exclude from it the unknown function u. Multiplying both parts of 
(2.14) by >c -2 and applying operator L from (2.7) to them, we get 

i ( x - 2 i * p )  = g. (2.19) 

Taking into account (2.14), we can rewrite (2.8), (2.9) as follows: 

~ x - 2 L *  ~ ~ , --- c u r l (  P)l~=o 0 curl (~-~L*p)]~=T O. (2.20) 

Thus we reduce problem (2.7)-(2.9), (2.14)-(2.16) to problem (2.19), (2.15), 
(2.16), (2.20) with one unknown function p. 

3. The main instrument that  we use to solve problem (2.19), (2.20), (2.15), 
(2.16) is the Carleman estimates for the solution of the Cauchy problem 
(2.14)-(2.16). To derive them, we introduce the notations 

3 

~(t, x) = r (~r ~ ( x  i - x~ r = ( T -  t) -2 + t -z,  (2.21) 
j = l  

where x ~ -- (x ~ x ~ lies outside of the closure G of the domain G and 

> max[x - x ~  2. 
zEG 

1This derivation of boundary  condition (2.16) is not complete, of course. More detailed 
proof will be given in another  paper.  
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T h e o r e m  2.1. Let p satisfy (2.14)-(2.16). Then there exists a positive 
continuous monotone nondecreasing function so(A), A > O, such that for an 
arbitrary s > so(llallcco) + IlVallc(o)) the Carleman inequality 

((sC(t))-x(lO, + IA + sC(t)lV + curlpt s curlp[ s) curlp[ s 

O 

+ (sr curtplS))e -2s~ dx dt + /((sO(t)) -1 Iv curlp(t,  x)l s + 

G 

+ sr  p(t,x)12)e-2S~'dx < C / . 4 e - 2 " ~ ' u S d x d t  (2.22) 

O 

holds, where ~b, ~ are functions (2.21) and C > 0 does not depend on s, u, p. 

Proof. We denote 
q = e-S~p, w = e - ~ < S u  (2.23) 

and define the operator 

Mq = e-S~((Ot + A)(eS~q) -- curl (a x (eS~q))). (2.24) 

This operator can be written as 

Mq = (Or + A)q + s(Ot~)q + 2s(V~p, Vq)+ 

-4- s2(V~)2q A- s(A~p)q -- curl (a x q) -- s (V~ x a x q). (2.25) 

We introduce the notations 

Mlq  = Aq + s2(V~)2q, M2q = atq + 2s(V~, Vq) + s(A~)q,  (2.26) 

f~ = curl (a • q) + s (V~ x a x q - (ate)q).  (2.27) 

Obviously, Eq. (2.14) can be rewritten in the form 

(M1 A- M2)q = w -4- fs, (2.28) 

where Mx, Ms, q, w, fs are defined by (2.26), (2.23), (2.27). It follows from 
(2.28) tha t  

2 [[w + fs[[L2(O) = [[MlqII~(Q) + [[M2q[I~2(Q ) + 2(M1q, Msq)L2(Q). (2.29) 

Taking into account (2.26), we have 

2(Mlq, M2q)L2(Q) = 11 + 12 + 13 + 14, ( 2 . 3 0 )  
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where 

21 = 2 f (Aq, cOtq) dx dr, 
q 

12 = 2s 2 f(vv)~(q, 0,q) d~ d~, 
O 

h = 2s f (~q ,  (2(v~, vq) + Avq) )  dx dt, 
Q 

h = us a f (v~)~(q,  2(v~, vq) + Avq) dx dt. 
Q 

(2.31) 

It follows from (2.16), (2.21), (2.23) that 

qls = O, O,~qls -" O, On curlvls = O, ql~=o = q[~=m ---- O- (2.32) 

We transform 11, ..., I4 by integrating by parts and taking into account (2.32) 
and (2.21): 

I 1 ~ O, 

- 2 s  2 h -  
2 

[ Iql2A(vv) 2 dtd~ = - 8 F  [ Iql2r162 x - x~ dtdz.  
qJ 0 J (2.33) 

Using the agreement that the summation is taken over repeating indices, 
we find, with the aid of (2.21), that 

I3 = 2s / Oiiqj(20~oO~qj + Ott~oqj) dx dt = 

Q 

= 2s/(--O~qi(2Ok~oakaiqj + 20ia~oOkqj + Ott~oaiqj) dx dt = 
q 

= 2 s / ( - ( O ~ ) O ~ ( O i q j )  2 - 2(a~i~)(aiqj) 2 + 6r 2) dx dt = 

Q 

= 2, f(-6r ~ + 12r ~ + 6r ~ dt = 24s f r ~ ~d~. 
Q q (2.34) 
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Finally we obtain the following expression for /4 :  

= 2s f + A~Iql 2) dx dt = 

Q 

= 2s z/(--Ok(Oj~Oj~))Ok~lql ~ d~dt = 32s z f Ix - xolZCZlal2 dxdt .  
0 0 (2.35) 

It follows from (2.27) that 

[W 2 2 2 + f, llL,r < C(llwll~,(q) + (IIValI~(o)IlalI~=(Q) + IlalIc(o)IlVqlIL,r + 
+ s2(ll~ll~(O)f IV~121ql ~ dxdt 4-/(o,~)~lql ~ dxdt))) .  (2.36) 

Q q 

Substituting (2.33)-(2.36) into (2.29) and making simple transformations, 
we get 

IIMlqlIL~(Q) + IIM2qlI~.2(Q) + 24s r ~ dx dt + 
Q 

32s 3 f Ix-  xol2C31ql z dxd t  < s2c(f Iqler Cllx- z~ 2 dxd t  + + 
, /  

q Q 

+llallc(o) r Ix-x~ (Otr 
Q q 

2 :~ 2 (2.37) 

If we choose a sufficiently large value of the parameter s (this value depends 
2 on []aHc(0 ) + I]X7a[]~:(C)) ), then it will be possible to cancel all terms on 

the right-hand side of (2.37), except HwH 2, with the last two terms on the 
left-hand side. As a result, we obtain 

I]Mlq[I~2(Q) + [IM2qJJ~,(Q) + s f r e dx dt q- 

Q 

+ s 3 / Ix - :rol2r 2 dx dt < c Ilwll~2(Q). 

Q 
(2.38) 
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Taking into account (2.26), we can get from (2.38) (as was done by Fursikov 
and Imanuvilov in [1]) the following estimate: 

/ ( sr  ql ~ § IAql ~) d~ dt A- 
Q 

+ s  f ~b(Vq) 2 d z d t  + s 3 f r dxd t  < c HwH~,(Q). 
Q Q (2.39) 

Obviously, there exists a constant c > 0 which does not depend on t and q 
and is such that for any t E C0, T) we have 

( ( s t ( t ) )  -1 [Vq(t, x)l 2 § sr ~)1 ~) dx < 
G 

q 

(2.40) 

When we return from q, to to curl p, x2u, inequalities (2.39), (2.40) imply 
(2.22). [] 

Instead of (2.21), we now take the function 

o~(t, z) = (T - t )-2(o " - 1~ - z~ (2.41) 

where ~ is the same as in (2.21). 

C o r o l l a r y  2.1. Let p satisfy (2.14) - (2.16) and so(A) be the function 
from Theorem 2.1. Then, for  s > so(llallc(O) + ll~Tallc(O)), we have the 
inequality 

f - t) (lat curl p[ 2 + IA curl p[ 2) + /(curlp)---- ( (T  2 
s 

Q 

+ s ( T  -- t)-21V curl pl 2 + s3(Z  - t ) - s / cur l  pl 2) e -2"'~(~'::) dx dt + 

+ f((T - t)2lV curl p(t, z)[ 2 + / T - t)-21 curlp(t, z)[ 2) e -2sa(t'r) dz < 

G 

< C f ~r dz dr, (2.42) 

Q 

where the constant c > 0 depends continuously on s and Ilalle(~)+llVallc(~). 
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Proof. We denote 
q(t, z) -" curl p(t, x). (2.43) 

It follows from (2.14)-(2.16) that q is a solution of the problem 

Otq + Aq - curl (a x q) ---- x2u, (2.44) 

qls = O, O, qls = 0. (2.45) 

We provide this problem with the initial condition at the instant to E (0, T). 
Then, as it is well known, the following inequality holds (see Ladyzhenskaya, 
Solonnikov, and Ural'tseva [4]): 

Ilqllw<o (qo) < c(ll  ullL=(, o) + Ilq(t0, Q0 - [0, t0) x G. (2.46) 

Relations (2.43), (2.46), (2.22)imply (2.42). [] 

4. Everywhere below we take, as the function ~2(t, z), the function 

g2(t, z) = e 2sa(t'~), (2 47) 

where c~(t, x) is the function (2.41) and s > 0 is the fixed number for which 
inequality (2.42) holds. Let x,  E bG be a point such that 

Ix. - z~ = inf Ix - z~ (2.48) 
mEG 

Obviously, 
e -2sa(t 'm') = min e -2sa(t 'x) .  (2.49) 

mEG 

P r o p o s i t i o n  2.1. Let p(t, z) satisfy (2.14) - (2.16). Then, for s > so, 
where so is the same as in Corollary 2.1, the following inequality holds: 

T 

j (p)  _ --J((T -s t)2 [I0tpIIH'(e) + s(T - t)-2llpll~,(a) + 

0 

s 3 ( T  - t)S[lpl]H,(G)) e -2sa( t 'x ' )  dt < c/e2Sa(t") lu[  2 dz dr. + 
r J (2.50) 

Proof. We extend p(t, x) by zero beyond G, denoting the new function by 
p and set 

curl p = v(t, z). (2.51) 

By virtue of (2.16), (2.15), after acting on (2.51) by the operator curl, we 
obtain 

- A  p = curl v, (2.52) 
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where curl v E L2(Ra), v(t, x) =_ 0, z ~ G. Applying the Fourier transfor- 
mation to both parts of (2.52), we get 

~(t, ~) = - i  ~ • ~(t, ~) (2.53) (~)~ , 

where /~, ~) are the Fourier transforms of the functions p, v respectively 
and • is the vector product  in R 3. Since suppp(t, z) C G, suppv(t,  x) 
C G, it follows that i5(t,~), ~(t,~) are entire analytic functions with respect 
to ~. Therefore, considering (2.53) for ~1,~2 E R and ~3 = 0 + i~0, where 
~/E R and r # 0 is a fixed real number, we easily obtain the estimate 

(1 + Ifl~)l~(t,~)l 2 ~ cl~(~,~)l "~, 

which, when we return to the x-space R 3, is transformed into the inequality 

[ ~ [D:(p(t,x)e'0~3)12 dx <_c [ le'O~:3v(t,x)l 2 dz. 
G lal_<l G 
J J 

This inequality implies the estimate 

lip(t, ) l l - , (c)  < ~ll,,(t, )ll~.=(c) (2.54) 
because the domain G is bounded. Note that the relations 

curlOtp = Otv, V c u r l p  = Vv, O~p[s = OtOnpls = 0 (2.55) 

follow from (2.51), (2.16). By analogy with (2.54), we obtain from (2.55) 
the inequalities 

p 2 2  IIO, pl l . ,ca) < ~IIO, vlIL~(G), II I I .  (~) -< ~ll,,lt#,(a). (2.56) 
Taking into account (2.49), we easily derive (2.50) from (2.54), (2.56), 
(2.42). [] 

5. We shall formulate the generalized solution of problem (2.19), (2.20), 
(2.15), (2.16) and prove the existence and Uniqueness of this solution. 

We define the space (I) of the solenoidal vector fields p determined on Q 
by the relation 

--$~ * 2 �9 = { p :  Ilpll~ ---- lie L PlIL,(q) + / ( c u r l  p) + J(p) < co, 

divp = O, Pls = b,~pls = O, curl Pls = 0}, (2.57) 

where o~ is the function (2.41), I, J are defined by (2.42), (2.50), and s is 
the same as in (2.50). 
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D e f i n i t i o n  2.1. The function p E �9 is called a generalized solution of 
problem (2.19), (2.20), (2.15), (2.16) if, for an arbitrary q e r  the following 
equality is fulfilled: 

(e-2"aL*P, L* q)L2(Q) -- (g, q)L2(Q). (2.58) 

T h e o r e m  2.2. Let g satisfy the following condition: there exists a func- 
tion g1(t, z)  on Q such that g = curl gl and 

[ eZ '~ lg ldxd t  + [ e2""lgll 5 dxdt < 0% (2.59) 

q Q 

where c~ is the function (2.41) and s is mentioned in Corollary 2.1. Then 
there ezists a unique generalized solution p E �9 of problem (2.19), (2.20), 
(2.15), (2.16). The function p satisfies (2.19) in the distributions sense and 
(2.20) understood as equalities in H-2(G).  I f  the function u is defined by p 
in (2.14), where •5 is the function (2.47), then 

c e "~ ,2 (2.60) Ile'%ll~2(Q) <_ gx L~(Q), 

where c is the constant from (2.42). 

Proof. Inequality (2.59) implies that 

[(g,q)L2(Q)l <_ Ile'~glll2L2(Q)lle-S" eurlq[IL~.(Q) (2.61) 

and, therefore, the functional q --~ (g, q)L2(Q) is continuous on ~. By virtue 
of Corollary 2.1 and Proposition 2.1, the bilinear form (e-2~L*p, L*q)L:(Q) 
is coercive on the space (I). Hence, the Riesz theorem on the functional 
representation on a Hilbert space implies the existence and uniqueness of 
the generalized solution p. We substitute the expressions g = curl gl and u = 
e-bSCL*p from (2.14) into (2.58) and integrate by parts (in the distributions 
sense) with q C ~ N (C~(Q))  3. As a result we get the equality 

/ (0,u - Au - (a x curlu) - gl) curl qt dx dt = 0. 
q 

This relation yields the equation 

Otu - Au - (a • curlu) -- gl = Vr l  

where rl  is a distribution. We apply the operator curl to the last equality 
and express u by means of p to show that  p satisfies (2.19) in the distribu- 
tions sense. Since p E ~, it follows, by virtue of (2.57), that  the function u 
appearing in (2.14) with ~ from (2.47) satisfies the relation 

e'~u E L2(Q). 
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Hence e ' a c u r l u  e L2(O,T;H-I(G)),  e 'a(  A curlu + curl(a x curlu) e 
e L2(0, T; g - 3 ( f l ) ) )  and, therefore, by virtue of (2.7), (2.59), O~ curl u e 
L2(0, T; H-3(f ] ) ) .  These inclusions allow us to understand (2.20) as equali- 
ties in H-~(G). We set q - p in (2.58). Taking into account (2.14) and the 
definition of gl as g = curl gl, we can rewrite (2.58) as 

- l i e  n Pi[L~(O) -" (gl, curlp)L2(q) _< 

_< Ilgl curlPllL (Q) < 
< cllgl e ' %  'e ' (2.62) __ L 2 ( Q )  ~ P L 2 ( Q ) ,  

where the last inequality in (2.62) follows from (2.42). Inequalities (2.62) 
imply (2.60). [] 

3. SOLVABILITY OF THE LINEAR BOUNDARY ZERO CONTROLLABILITY 

PROBLEM 

1. Our first business is to investigate the smoothness of the generalized 
solution inside the cylinder Q. We shall restrict our consideration to the 
smoothness of the function u constructed by means of p with the aid of 
(2.14). 

L e m m a  3.1. Let g E L2(tl,t2;HI(G1)) for an arbitrary G1 C G and 
0 < tl < t2 < T, where g is the right-hand side of (2.19). Then, for 
lhe function u defined by (2.14), lhe inclusion curlu E HO)(Q1), where 
Q1 = (t],t2) x G1, holds. 

Proof. If u is defined by (2.14), then it satisfies (2.7) understood in the 
distributions theory sense. This assertion is derived simply from (2.19). We 
rewrite (2.7) in the form 

0t curlu - A curlu ---- g Jr curl (a • curl u). (3.1) 

Suppose that b E W(2)(Q) and b is the linear operator of multiplication by 
b. Then the Sobolev embedding theorem implies that the operators 

b:L2(O,T;Hk)--~L2(O,T;Hk),  k = - 1 , 0 ,  1,2 (3.2) 

are continuous. 
We know from Theorem 2.2 that u E L2(Q1). Hence, by virtue of (3.2), 

g -t- curl(a x curl u) e L2(0, T; H-2) .  Since the operator O~ - A is hypoel- 
liptic, it follows, by virtue of (3.1), that curlu e L2(tl,t2; H~ and, by 
virtue of (3.2), the right-hand side of (3.1) belongs to L~(tl, t2; H-I(G1)).  
Repeating these arguments several times, we get the assertion of the theo- 
rem. [] 
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We s t u d y  now the smoothness  of  u near  the  boundary .  

Let  p(x) E C~176 be a funct ion sat isfying the condit ions 

p(z) > o, = ~ G; p(z') = O, x' e OG, cOp~On < O, 

where n (x )  is the  vector  field of  the  normal s  ex te rna l  to cOG. 

L e m m a  3.2 .  Let u be defined by (2.14). Then 

sup  [ e2"a(T - t)12p(x)61 curl u( t ,  z)l 2 dx + 

[ e2"~(T - t)12p6(=)[V curl u(t ,  x)] 2 d= dt <_ 71 f e2"~(g 2 + u2)dzdt ,  + 
q J Q J (3.3) 

where g is the right-hand side o/ (2 .19)  and the constant 71 depends contin- 
uously and monotonically on Ilallc(O) + IlVallc(o) 

Proof. We denote  v = curl u and rewri te  (2.7) in the fo rm 

(9tv - Av - curl (a x v) = g. (3.4) 

Scal ing (3.4 / in L2 by (T - t)~2p(x)%2Sav and pe r fo rming  some  s imple  
t r ans fo rma t ion ,  we get 

o G 

- [ ( ( (v ,  V i a  - (a, V l v ) ,  v) - div alv[u]pSe2"~) dx dt = 

t l  

= f f e-.o(r- v) et. (3.5) 
0 G 

Note  t h a t  to t r a n s f o r m  the t e r m  curl (a • v) in (3.5), we use the  wel l -known 
re la t ion  curl  (a • v) = (v, • )  a - (a, V)  v + a div v - v div a and  the re la t ion  
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div v -- O. Integrating by parts once more in (3.5), we obtain 

f 
G 0 G 

l + ( 6 ( T -  O -1 - sO,~) Ivl ~) - glvl2A(p% ~'") -- 

1 divalvl2pse2~, ll,12(a,v(p%~'"))] dxdt < - ( (~ ,  v )  a, ~ ) p % 2 . .  + ~ - 5 - 

0 G 0 G 

Taking into account that  v = curl u and integrating by parts, we get 

/ M~x(t, ~)d~- -/[(curl ,,~,)x+ ((V~ • ,), ~,)] d~. (3.7) 
G G 

In our case 

x( t ,  x) ---- (T  - t l '2[(6(T - t)-' - sOtc~(t, x) )e2"" p s - 

~ A(p%2.~ ) _ 1 

and, therefore, the following estimates are true: 

I,~l _< c ~ ( p 4 ( ~ ) ( r  - t) 1~ + ( T  - t ) s p ~ ( ~ ) ) ,  

IV~l < ce2~(p3(T- t) 12 + ( T -  t)SpS(x)). (3.8) 

To obtain the necessary estimates, we transfer all terms on the left side 
of (3.6), exept the first two, to the right-hand side and apply (3.7), (3.8) 
and the Young inequality. We obtain 

1 ~ f (T-tl)12pSe2~,V(tl,X),2 dz + f f (T-t)12pSe2~,Vv,~ dxdt <_ 
G 0 G 

t l  

< cJ J e2'"(Igl 2 + (T - tl~2P61~12(1 + llallc(Q) + llVallc(Q)))d~ dt + 
o G 

tl 

1 f / e2,a(pS( T _ 0~21Wl 2 + pS(T_ t)~21~12 + ~,1~,1~)d~ dr. +~ 
o a (3 .9 )  

Transferring the term with [Vvl 2 from the right-hand side of (3.9) to the 
left-hand side and applying the Gronwall inequality, we get (3.3). [] 
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L e m m a  3.3. Let u be defined by (2.14) and, in addition to (2.59), the 
inclusion e ' ~ V g  E L2(Q) holds true. 

Then 

[ l e ~ ' ( T -  t)Z~ ~ curlull~(o)(o) < ~ 9̀ e "a 9̀ rz(lle ~llL~(q) + II gltL~(O)), (3.10) 

where the constant 7z depends continuously on Itallc(o) + IlValtc(O)- More- 
o'oer~ 

Ile'"(T t)~9`p ~ curl 9̀  - uIIHO)(Q) <_ 

-2 '"e '"u"9`  , .  2 , .  2 (3.I1) < ~ ul lIL~(Q) + lie, g[[L~(Q) + _ lie VglIL=(Q)), 

where 79 depends continuously on IlaNH(2)(Q). 

Proof. Suppose that  v = curl u as before and, in addition, w = ( T -  
t )#pke 'av .  We substitute v = (T  - t ) - a p - k e - ~ a w  into (3.4) and rewrite 
this equation in the form 

Otw - A w  -- curl(a x w) = p k ( T  - t)~ e'~g + ( - f l ( T  - t ) - l  + 

+ s 0 , ~ ) w  + 2(0, w o )  - 0 • (a • ~ )  + (s21V~l ~ - s ~ +  

+2s k p - l { ~ ,  Vp) + k(k + 1)p-21Vpl 9̀ - ~ / o - l m o ) w ,  

(3.12) 
where 

t9 = - s V o t  - k p-i~Tp.  

Substituting w = ( T -  t ) P p k e ' %  into the right-hand side of (3.12) and 
taking (3.3) into account, we see that  the right-hand side of (3.12) belongs 
to Lg`(Q) precisely for ~ > i0, k > 5. Weapply  to (3.12) the well-known 
upper bound of the solution of the parabolic boundary value problem via 
its right-hand side and then estimate the L2-norm of this right-hand side by 
means of (3.3). As a result, we get (3.10). Using now (3.10), we can estimate 
the right-hand side of (3.12) in Lg`(O,T;H 1) if we set k = 6, fl = 12. Now 
the upper bound of the solution of the parabolic boundary value problems 
leads to (3.11). [] 

2. Now we prove the theorem on the boundary exact zero controllability 
for Eq.(2.1). It is convenient to assume that  (2.1) is defined in the cylinder 
O = [0, T] x ~, where f~ C R 3 is a bounded domain with the C~176 
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0~. Also suppose that (1.14), (1.15) are defined for z E ~. We set 

f 2 k n~(O, sa) = { f  �9 L2(O,T;(W~(f~))) : [I [IL2(e,sa ) - -  

f e2'"( ~ IOg/I 2) dx < ~}.  (3.13) 
| I ~ l _ < k  

T h e o r e m  3.1. Let a(t, z) �9 n(2)(O),  v0 �9 H3(fl),  f l  �9 L~(O, sa), and 
f = curl f l ,  where s,c~ are the same as in Corollary 2.1. Then there exists 
a solution v �9 i~  st~) of problem (2.1), (1.14), (1.15) which satisfies the 
inequality 

tle'~'(T - t) ~2 curl vll~(,)(| + Ilvll~g(| < 

< r(ll.f IIL~(| + I flll~g(| + Ilvolln~(a)), (3.14) 

where 7 > 0 depends continuously on [[a[[H(~)(o). 

Proof. We choose a domain G fi R 3 containing ~q and denote by R : 
H3(f2) ~ (W2(G)) 3 a linear continuous operator that  extends the func- 
tion u(x), x E ~2 to the function Ru(x),  x E G, where Ru(x)  = u(x), x E ~2 
and Ru(x)  =_ 0 in a fixed neighborhood of the boundary 0f~ of ~.  Let 
/~1 : H(2)(O) ~ W(:)(Q) be a linear continuous operator of extention of 
the function from 6) -- [0, T] • f~ to Q = [0,7'] x G and (R lu) ( t , z )  -- 0 in a 
fixed neighborhood of the lateral surface S -- [0, T] • OG of Q. In addition, 
by R2 : L~(O, see) --. L~(Q, sc~) we denote a linear continuous extention 
operator. Thus 

{IRuolJ(w2(~;))~ _< e Iluo{I.~(a), 
[{RzfI[L~(Q:,~) < c {}flIL~(| (3.15) 

and we suppose that for Rx the following inequalities hold true: 

IIRlall(w~)(q))3 < c Ila[t(w(2)(| 

[[Rlal[c(O) + [[VRlal[cf(2 ) < c ([[a[[c(~) + l[Va[[c(o)). 
(3.16) 

We consider problem (2.1), (1.14), (1.15) defined on Q, where the coeffi- 
cients a = (31, 32, a3) are replaced by Rla ,  the initial value v0 by RVo, and 
the right-hand side f by R2f.  Applying to this problem the construction 
mentioned from the beginning of Sec. 2 to Lemma 3.3 inclusive and tak- 
ing into account (3.15), (3.16), we get the assertion of Therem 3.1 after 
restricting the obtained solution v on the input cylinder e = (0, T) • ~. [] 
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3. Our next step is to solve the boundary zero controllability problem for 
equation (2,1) in the class of solenoidal vector fields v(t, z).  For this pur- 
pose we apply the Weyl decomposition to the solution v(t, x) obtained in 
Theorem 3.1: 

v(t, z) = w(t, x) + Vq(t,  x), (3.17) 

where for every t E [0, T] we have 

w( t , x )  e L2(f~), divw(t,~c) = 0, (w( t ,~) ,n (z ) )  = 0, (3.18) 

where n(z)  is an external normal to 0f~, and the last two relations in (3.18) 
are understood in the well-known distribution theory sense (see [7], [8]). 
Since curl Vq(t ,  x) = O, w(t,  z) is the solution of (2.1), (1.14), (1.15) together 
with v(t, ~:). 

Our main aim is to establish the smoothness of w(t, z). Note that,  for 
every t E (0, T),  w(t, z) satisfies the boundary value problem 

curl w(t, x) = curl v(t, x), (3.19) 

divw(t ,  x) = 0, (w(t, z), n(x))lon = 0, (3.20) 

where v(t, x) is a given vector field. The following assertion holds (see 
Solonnikov [9]). 

L e m m a  3.4. Let w(t,  x) E L2(1"2) be a solution of (3.19), (3.20). Then 
for k >_ 1 we have 

Ilw(t, 2 _ ([Icurlv(t, 2 �9 )ll(w~(.))~ < c ")ll(w2-'(.))~ + Ilw(t,')ll~L2(a))3) (3.21) 

where the constant c does not depend on curly. 

Theorem 3.1 and Lemma 3.4 imply the following statement 

T h e o r e m  3.2. Let the hypothesis of Theorem 3.1 be satisfied. Then 
there exists a solution w E H(~)(O) (particularly, divw = 0) of problem 
(2.1), (1.14), (1.15) satisfying the following conditions: 

(i) the normal component of w on 0~2 is equal to zero: 

(w(x , t ) ,  n (x ) ) l . eoa  = 0, ( 3 . 2 2 )  

(ii) the following estimate holds: 

l i e ' S ( T - t )  x2 curl 2 12 2 wllH(,~(e) + Ile'~(T - < t) w H(2)(O ) _ 

-< r ( l l f l l ~ ( e , , ~ )  + IIf~ II~(e, ,~)  + II~oll~(.))-  (3.23) 

Here 7 > 0 depends continuously on /[a[lH(~)(e) and 

&(t) = o~(t, %), where I% - z0] 2 = maxlz  - z0[ 2. 
~EG 

(3.24) 
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Remark 3.1. Taking into account (2.41), we see that % E G satisfies the 
condition 

e~(t) = eSa(t,~) = mine s~(t,~). (3.25) 
~EG 

Proof of Theorem 3.2. Let v(t, z) be the solution of problem (2.1), (1.14), 
(1.15) constructed in Theorem 3.1. We define w(t, z) as a solenoidal com- 
ponent of v(t, z) in the Weyl decomposition (3.17), (3.18). Since relation 
(3.19) holds, w(t, z) satisfies (2.1), (1.14), (1.15) as well as v(t, z). Relations 
(3.14), (3.19) imply the estimate of the first left-hand side term of inequality 
(3.23) by its right-hand side. 

The right-hand side of (3.19) is differentiable with respect to t. Hence 
the left-hand side of (3.19) possesses the same property and, by virtue of 
Lemma 3.4, 

II0,w(t, 2 �9 )l l(w~(.)) .  -< ~ll curl O,v(t, ~)llcw:-,(~))3 + IlOmw(t, .)lilLe(n))3. 
(3.26) 

Multiplying both parts of (3.21), (3.26) by ( T -  t)12e 28~(~), integrating with 
respect to t, and taking into account (3.14), (3.25), we get 

i l e , , , ~ ( T  1',. 2 12 ',. - t) wll~c~)ce) < 5,(M + Ile'~(T (3.27) - t) 0,wllLc~)Ce)), 

where 
f 2  M = II IIL~ce,.~) + Ilflll~'ce,3~) + IIv011~(.). (3.28) 

To estimate atw in (3.27), we substitute (3.17) and the relation f = 
curl fl  into (2.1) and, because of the simple connectedness of the domain 
~2, we get the equation 

O t w - A w + X 7 p =  fl - a  x curlw -- f2, (3.29) 

where the last equality in (3.29) is the definition of f2 and p is a certain 
distribution. Applying the operator div to both parts of (3.29) and taking 
into account (3.20), we obtain the equalities 

A p =  div f~_, O,,plo, = (f2, n)lor~ + (A w, n)[o,. (3.30) 

By virtue of the hypothesis of Theorem 3.2 and (3.14), 

t~12z 112 [[e'e'( T -  ) .t211L2(0,T;W](fO) --< cM, (3.31) 

where M is the magnitude of (3.28). Since - A  w = curl curl w if div w = 0, 
we have, by virtue of (3.14), 

ile.~(T 1~ 2 - t) AWIIL~(O,T;W~(.) ) < cM, 

ile.~(T 1~ 2 ( 3 . 3 2 )  --t) CgnPllL2((o,T)xan) < cM. 
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Relations (3.30), (3.32) yield the estimate 

Ile'~(T - t)12Vpll~=(~) _< elM.  (3.33) 

Equation (3.29) and bounds (3.31)-(3.33) imply the inequality 

i j e , a (T_  12 2 t) OtwHL=(| < c2M. (3.34) 

Hence, (3.27), (3.34) yield the estimate of the second term on the left-hand 
side of (3.23). [] 

4. EXACT ZERO CONTROLLABILITY OF THE HELMHOLTZ EQUATION AND 
THE NAVIER-STOKES SYSTEM 

1. We begin with problem (1.13)-(1.15), i.e., with the Helmholtz equation. 
First of all we prove the following assertion. 

L e m r a a  4.1. Let ~(A) be a positive continuous monotone nondecreasing 
function defined for A > O, 

g = sup{e:  equation A = ((A)e has a solution A}. (4.1) 

Then, for  the arbitrarye E [0, g), the numbers ao - 0, an = C(an-1)e, n = 
= 1, 2, ... satisfy the inequality 

0 < an <_ A0(e), (4.2) 

where Ao(e) is the minimal solution of the equation from (4.1). In addition, 

A 0 ( e ) ~ 0  a s r  (4.3) 

Proof. Since for an arbitrary A > 0 there exists an r > 0 such that  A = 
r it follows that  0 < g < cr where g is the number (4.1). For any 
e > 0 we have ~(0)e > 0, which implies the inequality 

a0 = 0 < ~0(e). 

Suppose that  inequality (4.2) is established for a certain n. Then (4.2) 
and the monotonicity of r imply the inequality 

an+l = C(an)e < <(Ao(e))r = Ao(~) (4.4) 

which proves (4.2) for all n. 
For an arbitrarily small A > 0 there exists sufficiently small r > 0 such 

that  ((A)r = A. Since Ao(r < A, (4.3) is proved. [] 
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_Proof o f  T h e o r e m  1.2. In order  to solve prob lem (1.13)-(1.15),  we apply  the 
i tera t ions  similar to tha t  used in the two-dimensional  case (see [2]). We set 

~~ x) = (~0(t ,  x), ~0(t  ' ~), ~0(t  ' ~)) = 0 (4.5) 

and define the i tera t ion w " ( t ,  z)  as a solut ion of  the controllabil i ty problem 

O t c u r l w n ( t , z )  - A cur lw"  - curl(w n-1 x cur lw n) = 0, (4.6) 

cur l~" ( t ,x ) l ,=0  = cur lv0(x) ,  cur lw '~ l ,=T =_ O. (4.7) 

It is essential tha t  the solut ion w n of  (4.6), (4.7) be constructed by the 
me thod  used in Theorem 3.2. Therefore ,  by vir tue of (3.23), 

I l e~ (T  - t) 1~ curl ~"ll[c,,Ce) + I1~1t~c2)Co) _< 

_ < l l e . ( T  t ) l ~ c u r l ~ . l l [ c , ) C e ) + t l e ~ ( T  1~ . 2 
- - t) w IlH(2)Ce) -< (4.8) 

_< ~'(11 w'-xl lH~(e)) l lvol l~(n) ,  

where 7(A) is a continuous function.  Increasing 7(A) when necessary, we 
can assume tha t  7(A) is a monotone  nondecreasing function. Es t imate  (4.8) 
and L e m m a  4.1 imply tha t  if 

[[v0[[~(n) -= ~ is sufficiently small, (4.9) 

then 

II~"llH(~)(e) _< ~ < ~ ,  I l e~ (T  - t )12w"[[H(:)(e)  < gl  < oo, (4.10) 

[le~a(T - t) 12 curl wnllHo)(| _< g2 < c~, (4.11) 

where ~:, g l ,  ~:2 do not  depend on n and tend to zero as e --. 0. 
We denote yn = wn+l  _ w n. Subt ruc t ing  (4.6), (4.7) f rom the analogous 

equat ion for w n+l ,  we get 

O, curl y" - A curl y" -- curl(w n x curl y" )  = -- curl(y " - I  x curl wn), (4.12) 

curl y" [,=0 = curl yn [~=w = 0. (4.13) 

We want to show tha t  yn satisfies the analog of es t imate  (3.23). 
Let  (u",  p~) be a solut ion of  problem (2.7)-(2.9),  (2.14)-(2.16) with a = 

RlW n -  1, where R1 is the extension opera tor  f rom the proof  of  T heo rem 3.1. 
We denote  z n = u n+l - u n, q'~ = pn+t _ p n .  By analogy with (4.12) we get 
equat ions  for z n and q'~: 

0~ cur lz  n - A cur lz  n - cur l (R1w n x cu r l z  n) = g, (4.14) 

cOt curl a n + A curl qn _ curl(R1 w n x curl qn) = e2SCtzn + h (4.15) 
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with the boundary conditions as (4.13), (2.16), where 

g = -curl(Riy '~-i x curl un), h = -curl(Riy '~-I x curlpn). (4.16) 

First we show that z" satisfies the following analog of (2.60): 

He2$az"II2L:(Q) < g a H e ' 5 ( T -  t )12y"- l l lH:(e) ,  (4.17) 

where ga --+ 0 as r --* 0 and e is (4.9). Indeed, scaling in L2(Q) Eq. (4.14) 
on q" and (4.15) on z ~ and summing up the obtained equalities, we get, 
after simple transformations, the relation 

Q Q 

Let us estimate the right-hand side of (4.18): 

Ile"z"ll~.cQ) _< c . ( l l e " ( a l Y  "-1 • curl "")II~.(Q)+ 

+ e - $ . h  2 ~ e l ( l l@.z .  2 n 2 (4.19) [tL~(Q) q IIL~(q)), L~(Q)J + + l ie- '"  curl 

where r > 0 is sufficiently small. Applying the Carleman estimate (2.42) 
to the solution q" of (4.15), we obtain 

el[[e-S~curl qn 2 s a n  2 - s .  n 2 [[L~(Q) < cel([]e z []L2(Q) + [[e h []L~(Q))- (4.20) 

Inequalities (4.19), (4.20) yield the upper bound 

e - ~ , h  2 ~ (4.21) IW~ _< ~ ( I W " ( R ~ f  -~ • curl ~")ll~(q) + ~(q) , -  

Taking into account (2.60), (2.10), (2.11), (3.16), we get 

~nhll2 liW~(Rly n-1 x curl nlL2(Q) --< 

< c l i e n t ( T _  t)12Rly,~-I  2 ~ n 2 _ %w(~)(q))~lle (T  t)~ curl _ - -  U H L2( O ,T ; H _I ( G ) )  < 

$5 12 n--1 2 2 _< clle ( T -  t) y It.(:)(e)ll'011L:(n), (4.22) 

where & is defined by (3.25) and v0 is the initial condition (2.5). 
By analogy with (4.22), we apply (2.42) and estimate h: 

ile-$, hll~,:(q) _< ~lle$5(T_ ~)-,l= y, , -  1,,211H(~)(O) " 
�9 I l e - ' ( V ( T -  t) = curl f)ll~,=(,~)) -< 
< clle,5(T t,l= ,,-1,,,. ,,e,%,~,,= , - - -  ) Y I lH(=)(O)II  I IL=(Q))  --< 

< cl le '~' (T-  t l= ,,-1 2 v ) y llH(:)(e)ll ollL=(~). (4.23) 

Now (4.17) follows from (4.21), (4.22), (4.23). 
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Since the equality R1y '~-I - 0 holds in the neighborhood of aG, we get, 
as in (4.22), with due account of (3.11), the estimate of g defined by (4.16): 

Hg 8~ ,2 
e L2(0,T; W~(G)) ~ 

<cNe.~(T_t,,2R . . - , ,2  "e'~'T - t)'2P 6 un If~(,~(a)2 < 
_ ) 1..q ll(w(2)(Q))a II t curl _ 

< clieS~,(T t)12yn-1 2 2 (4.24) - IIHc2)ce) IJvoll~,c.)- 

Taking into account (4.17), (4.24) and applying Lemmas 3.1-3.3 and 
Theorem 3.1 to the solution z n of (4.14), we get the following analog of 
(3.21): 

Ile"~(T 0 '2 curl n ~ n 2 - z IIHc.Co) + Ilz IIz~,Ce,.,,~) 5 
2 "r(llgll~ce,,~) + IIg~ll,_,~ce,,,,) 

c v 2 eS~,,T t,12 n--1 2 (4.25) _< 0 HnCfD ~ -- ) Y H(2)(e)" 

Since z n and yn are connected by the Weyl decomposition z n = yn + Vr 
estimate (4.25) yields the following analog of (3.23) due to Theorem 3.2: 

i le . ,~(T _ t ) 1 2 y , , l l ~ ( ~ ( o  ) _< z ,  lle.e, CT _ t)~2y.-1 2 IIH(,)(o),  ( 4 . 2 6 )  

where ~4 --+ 0 as e --+ 0 and e is defined by (4.9). Hence 

Ile'~(T 0 ' 2 f  

and, therefore, a unique solution v of problem (1.13)-(1.15) exists. More- 
over, 

IleS~(T - t)t%ll~c~)Ce) < oo. (4.27) 

Estimate (4.27) implies the upper bound (1.10). [] 
As we can now show, Theorem 1.1 follows immediately from Theorem 1.2. 
Proof of Theorem 1.1. Let v(t,  x)  be the solution of the problem (1.13)- 

(1.15) constructed in the proof of Theorem 1.2. We can show that v(t,  x) is 
a solution of the Navier-Stokes equation (i .1) with a suitable Vp. Indeed, 
(1.13) implies that  

curl(0,v - Av -- v x curl v) = 0 (4.28) 

and (4.28) can be rewritten in the form 

b~v - Av -- v x curl v = Vpl, (4.29) 

where Pl E L2(0, T; W2(~2)) is a certain function. Now (1.1) follows from 
(4.29), (1.12). Other assertions of Theorem 1.1 are obvious corollaries of 
Theorem 1.2. [] 
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