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Summary.  We construct  a " c o d o n  space" in which 
a given D N A  sequence can be plotted as a function 
o f  its base composi t ion  in each o f  the three codon 
positions. We demonst ra te  that  the base composi-  
t ion is very  highly nonrandom,  with sequences f rom 
more  pr imit ive organisms having the least r andom  
composit ions.  By using cluster analysis on the points 
plotted in codon  space we show that  there is a strong 
correlat ion between base composi t ion  and type o f  
organism, with the most  pr imit ive  organisms having 
the highest A or T content  in the second and third 
codon positions. A smooth  transit ion toward lower 
A + T and higher G + C content  is observed in the 
second and third codon posit ions as the evolut ion-  
ary complexi ty  o f  the organism increases. Besides 
this general trend, more  detailed structure can be 
observed in the clustering that  will become clearer 
as the data  base is increased. 
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I. Introduction 

Since the first complete  viral genome was fully 
sequenced, some 6 years ago, the deve lopment  o f  
several efficient methods  for determining the base 
sequences o f  D N A  and R N A  has resulted in an ever- 
increasing rate o f  accumulat ion o f  sequence data. 
Between March 1982 and March  1983 the Los Ala- 
mos Library G e n b a n k  has expanded  f rom some 4 x 
105 to over  1.3 x 106 bases, f rom 1528 separate 
sequences. Several o f  the sequences represent  com- 
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plete genomes o fmi tochondr ia ,  viruses, and phages, 
with numerous  smaller segments o f  D N A  from ver- 
tebrates, invertebrates,  bacteria, viruses, and phages 
also represented.  

Conta ined in these sequences are the genes for a 
wide range o f  proteins, r ibosomal  RNAs,  transfer 
RNAs,  and noncoding regions (whose functions, in 
most  cases, remain  unknown).  Such a vast  and grow- 
ing cache o f  in format ion  provides  an ample data  
base for investigating the patterns o f  informat ion 
storage and transmission in biological systems, and 
for studying the origin and evolut ion o f  such pat- 
terns f rom their  nonbiological precursors. Studying 
the interactions o f  nucleic acids with each other  and 
with other  biological building blocks such as amino  
acids and lipids under  presumed prebiotic condi-  
t ions will, one hopes, lead to an understanding o f  
how such complexi ty  can arise. 

At tempting to simulate the evolut ion o f  the de- 
tailed structure o f  any one D N A  sequence will be 
futile until  we have a more  general unders tanding 
o f  the propert ies o f  sequences from various types o f  
organisms, or coding for the genes o f  part icular  fam- 
ilies o f  proteins.  Defining intuit ively meaningful  
measures o f  these general propert ies o f  D N A  se- 
quences will allow us to view the organization o f  
biological informat ional  systems more  clearly. 

O f  the four main  classes o f  D N A  sequences (pro- 
tein coding, r R N A  coding, t R N A  coding, and non- 
coding), we have chosen to s tudy the protein-coding 
sequences: because they form the largest data base 
and are bo th  structurally and functionally the best 
unders tood (we are currently extending our  studies 
to the other  forms o f  D N A  sequences). Previous  
work in this area has revealed many  regularities in 
the choice o f  degenerate codons for a given amino  
acid (Gran tham et al. 1980, 1981; Shepherd 1981) 
and more  persistent correlations in the choice o f  
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base in each codon posi t ion (Rowe and Tra inor  
1983a). At tempts  to relate the various codon biases 
to the source or function o f  the gene have shown 
that  such relations do exist (Gran tham 1980), but  
owing to the nature o f  the analysis, exactly what 
propert ies o f  the sequence are responsible is unclear. 

We have discovered a measure of  these sequence 
correlations that gives a much clearer picture o f  how 
they relate to the sources o f  the sequence. In the 
next  section we define the measure,  show how it can 
be used to define a nine-dimensional  " codon  space" 
in which D N A  sequences can be plotted, and discuss 
some propert ies o f  the space. In Section III we apply 
cluster analysis to the set o f  points in the space to 
locate the regions o f  space belonging to various sub- 
sets o f  points. We show that  the members  o f  each 
subset correspond pr imari ly  to genes o f  a c o m m o n  
source or function. Finally, Section IV summarizes  
our  work and indicates the directions o f  our  ongoing 
investigations. 

II. Codon Space 

We represent a D N A  sequence by the number  o f  
each o f  the four bases in each o f  the three codon 
frames. We define the matr ix  M' as 

l'~- l rA l  Tl Gt C1] 
= C2 (1)  M' ~-~[A2 T2 G2 

LA3 T3 G3 C3 

where A~ = number  o f  As in codon posi t ion 1, etc., 
and N = length o f  sequence. 

Only three o f  the four entries in each row of  M' 
are independent ,  since the sum o f  the entries in each 
row is N/3.  We ma y  therefore drop one co lumn f rom 
M' to obtain the matr ix  M with nine independent  
elements: 

1~- I [A~ T, G t l  [a l  tl g~] 
M =~/A~ T2 02 ~ a2 t2 g2 

[A3 T3 G3 a3 t3 g3 
(2) 

Note  that  the m a x i m u m  value o f  any o f  the (low- 
er-case) entries in M is I/3, and that  should one ele- 
ment  be 1/3, all o ther  elements in that row have val- 
ues o f  0. 

The elements o f  M may  be taken to span a nine- 
dimensional  Cartesian space. This space is com- 
posed o f  three three-dimensional  subspaces, each 
corresponding to one codon position, e.g., for codon 
frame 1, a sequence can be represented by a vector  
(a,t,g). For  each codon frame, then, we can construct  
a three-dimensional  plot showing the location o f  all 
the gene sequences. 

To interpret  the plots so obtained,  we need to 
know the distr ibution o f  points in this space i f  a set 
o f  sequences is chosen at random.  We can then com- 

pare the distr ibution o f  points f rom natural  D N A  
with the r an d o m  distr ibution in order  to pick out  
anomalies.  (Even if  no anomalies  in the distr ibution 
are detected, there may  still be significant clustering 
of  the natural  sequences according to origin or func- 
t ion o f  gene product.)  To  this end let us calculate 
the density o f  states function, which determines the 
n u m b er  o f  different sequences occupying each point  
in codon space. I f  we consider  a three-dimensional  
subspace corresponding to a single codon frame and 
define n = N/3  and nA = n u m b e r  o f  As in the codon 
frame, with nG, nT, and nc defined similarly, then 
the n u m b er  p o f  possible sequences at a given point  
is 

n! 
P = nA! X nx! X riG! X nc! (3) 

I f  all o f  n, hA, ha-, riG, nc are > 10, we may  use 
Stirling's approximat ion  for n! (n! ~ ~ n ' e  -~ 
to obtain 

 (nl , : p ~  
A X nT X n G x n 

n n 
(4) 

nAn^ X nTnr X nGno X ncnc 

Defining 

a = n n / n ;  / 3 = n T / n ;  3 ' = n G / n ;  6 = n U n  

w h e r e a  + /3  + 7 + 6 =  1, then 

p ~ (2~'n)-3/2(a~B~7~8~)-n(a/syS) -'/2 (5) 

As n -~ 0% p -, ~ ,  indicating that  for a sequence 
o f  infinite length, an infinite n u m b er  o f  different 
sequences is possible with given base composi t ion.  

A difficulty with Eq. (5) is that p is a function o f  
n, the sequence length, so a direct compar i son  o f  
the plot o f  a n u m b er  o f  sequences o f  varying length 
with a single density o f  states function is not  pos- 
sible. However ,  we can define a probabil i ty density 
as a function o f  n: 

p(a,B,3',n) 
t t r p(afl,%n) f p(a ,/5 ,y ,n) da '  dff  dv'  (6) 

where the limits o f  the integral are 0 to 1 for all 
three variables. The  use o f  an integral in Eq. (6) 
despite the fact that a,/5, and 3' are discrete variables 
is no cause for concern, since the Monte  Carlo meth-  
od used to evaluate the integral (see below) is ap- 
plicable to bo th  sums and integrals. The  meaning 
o f  Eq. (6) is as follows. Suppose we are given %, 3o, 
%, and n. Then  the probabil i ty  of  a sequence of  
length n, chosen at random,  having a value o f p  less 
than  or equal to P(ao,3o,'Yo,n) is: 

P = I "  p(afl,%n) d a  d/5 dv  (7) 
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where f~ is that vo lume o f  a-/~---y space such that 
p(a,fl3",n) < p(ao,flo,3"o,n). Thus,  Eq. (7) gives the 
probabil i ty o f  finding a sequence that  has ei ther  base 
composi t ions ao, flo, 3"0 or a sequence that is less 
likely than this. The  most  probable sequence is one 
with a = fl = 3". The  value o f  P for such a sequence 
is unity. 

The  evaluation o f  Eq. (7) can be achieved via the 
Monte  Carlo me thod  described by Gillespie (1975). 
The algori thm is as follows: 

1. Genera te  a r andom point  x inside ft. 
2. Calculate y = f(x); keep running totals o f  y 

and y2. 
3. Perform steps 1 and 2 Nt times, then 

A , =  ~ y / N 4  A 2 =  ~ y 2 / N ,  

Then  

,~Qf(x) d x ~  , f~[ [A,( A2 "Nt-- AJ~'/~I] j (7a) 

We have a complicat ion here in that  the vo lume 
is unknown.  However ,  i f  we generate r andom 

points x = [ct,fl,3,] and count  the fraction o f  these 
points that  give P(x,n) < P(xo,n) this fraction is the 
fraction o f  the total vo lume that is included in the 
integral. Thus  the Monte  Carlo me thod  will give us 
the integral a n d  the vo lume  without  any need to 
know the shape or precise location o f  the volume.  

The  total vo lume  available f rom which to choose 
x is defined by a + fl + 3' < 1 and is the te t rahedron 
shown in Fig. 1. 

The  integral (7a) was evaluated for all three codon 
frames for the 332 genetic sequences in the Los Ala- 
mos Library longer than 150 base pairs (this restric- 
t ion was imposed  to ensure statistical significance 
o f  the sequences included in the analysis). One mil- 
lion (106) points were used in the integral evaluation.  
This n umbe r  gives an accuracy o f  about  _ 1% for 
sequences 250 base pairs long, decreasing to _ 10% 
accuracy for a sequence length o f  5000 base pairs. 
This accuracy is more  than sufficient to illustrate 
our  point,  as we shall now see. The  results are shown 
in Fig. 2. It can be seen that  for all three frames, the 
vast major i ty  o f  sequences are found in a region o f  
codon space where the probabil i ty o f  finding a se- 
quence chosen at r andom is less than 0.1. Many  
sequences have an a lmost  vanishingly small prob- 
ability (<  10 -I~ o f  being found in a r andom choice. 

We see, therefore, that  the base composi t ion  o f  
each codon frame is highly nonrandom.  Two ques- 
tions arose naturally at this point:  (1) Is there some 
connect ion between the location o f  a gene in codon 
space and the origin and /o r  function o f  the gene? 
(2) H ow and why did such nonrandomness  arise? 
The first quest ion will be addressed in the next  sec- 
tion, while the second quest ion will be tackled in 
Section IV. 

2, 

0 

a /  

Fig. 1. The tetrahedral volume over which the integrals in the 
text are performed 

III. Cluster Analysis of Genetic Sequences 

The  332 genetic sequences used were plot ted in the 
nine-dimensional  codon space according to coor- 
dinates defined by Eq. (2). To  search for structure 
in the mass o f  points so generated, we used cluster 
analysis to organize the points into 16 groups. The  
nonhierarchical  clustering procedure  is described in 
detail by Anderberg (1973), so only a summary  is 
presented here. 

The objective is to group the data  into a n u m b er  
N (chosen by the investigator) o f  nonover lapping 
clusters according to the following algorithm. 

1. Choose N initial points to serve as centroids 
for the clusters. 

2. Assign each da tum to the cluster with the 
nearest centroid. 

3. Calculate N new centroids as the average po- 
sitions o f  the data in the N clusters. 

4. Repeat  steps 1 to 3 until  no data are reas- 
signed in step 2. 

The distance measure (metric) we used to deter- 
mine the distance between two points in codon space 
is the so-called city-block metric,  defined as 

dkm = ~ [Xki -- Xmi[ (8) 
i ~ l  

where dkm is the distance between points xk and Xm 
(with coordinates xm) in a v-dimensional space. In 
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Fig. 2. Histograms of the numbers of genetic sequences found 
in regions of codon space. The probability of  finding a random 
sequence with the same base composition is plotted on the ab- 
scissa 

this study, ~, = 9. This is consistent with the inter- 
sequence distance defined in evolutionary tree work, 
except we are comparing groups of  bases instead of 

single base pairs. The clustering obtained is inde- 
pendent of  the metric used provided all coordinates 
enter equally into Xk and Xm- If we use weighting, 
e.g., 

d'km = ~ W i [ X k i -  Xm, I (9) 
i=l 

where wi is the weight for the i '~ coordinate, the 
choice of metric is important. 

The cluster analysis we present here uses equal 
weights. Essentially the same clusters are obtained 
if  any one codon frame is omitted (i.e., if  the three 
wi values cooresponding to a particular codon frame 
are set to zero). 

The final clusters obtained depend to a certain 
extent on the location on the starting centroids. Af- 
ter the general trends in the clustering became ap- 
parent to us, we tried to choose our initial centroids 
to correspond roughly to where we expected the final 
centroids to lie. No matter how much we distorted 
the initial choices for the centroids, however, the 
general trends in the clusters persisted. We used 16 
clusters, since this number gave the clearest sepa- 
ration into groups whose members had distinct 
properties. Fewer clusters resulted in unrelated genes 
being grouped together, while a number greater than 
16 split groups of  common genes into separate clus- 
ters. 

We found distinct clusters for (i) vertebrate mi- 
tochondria, (ii) invertebrate (yeast) mitochondria, 
and (iii) phages, and a trend for the genes from more 
"advanced" organisms to have a higher G content 
in all three codon frames, at the expense of  A and 
T content. I f  the-centroids are projected onto the 
AT plane, one finds phage and mitochondria lying 
furthest from the origin with a progression through 
viruses, bacteria, lower eukaryotes, and higher eu- 
karyotes as one proceeds toward the origin. This 
trend is most noticeable in the third codon frame. 

That the clusters we obtained contain genes cor- 
responding to particular types of genes and not ran- 
dom samples is not surprising, since similar clus- 
tering of genetic sequences based on codon usage 
has been observed previously (Grantham 1980). 
However, our analysis is conceptually simpler, since 
the meaning of  each of our dimensions is well de- 
fined. 

We present in Fig. 3 three three-dimensional pro- 
jections of the nine-dimensional clusters. Each plot 
corresponds to one of the three codon positions, say 
i, with the al, t~, and gl values from the matrix M 
as the x, y, and z coordinates, respectively. The 
projection of the centroid positions onto the three- 
dimensional subspace gives the points plotted in 
each graph. Some caution is required in the inter- 
pretation of these plots, since the regions of  space 
in 3-space cooresponding to two of  the centroids 
may overlap (in the original nine-dimensional space 
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each centroid is the center o f  a region of  space that 
is not  shared with any other centroid). This may  be 
seen in a two-dimensional  analog (Fig. 4). However ,  
the graphs may  be used as a guide to show, on av- 
erage, how far the members  o f  each cluster are f rom 
each other in each codon position. 

As can be seen, little informat ion is contained in 
the projection onto  first-codon-posit ion coordi-  
nates, whereas the second and third positions show 
quite striking parti t ioning of  the space. Let us ex- 

amine the third posit ion first. Starting with those 
clusters furthest f rom the g3 axis, we see that mi- 
tochondria  have very large a3 values, but  that m a m -  
malian mi tochondr ia  have very different t3 values 
f rom yeast and mold  mitochondrial  genes. (The sub- 
division o f  the mammal i an  mitochondria  cluster 
reveals that human  and mouse mi tochondr ia  form 
two completely separate clusters, with mouse  mi- 
tochondr ia  tending to higher a3 values.) 

The phages tend to have high t3 but low a3 values. 
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Moving progressively closer to the g3 axis, we 
find viral clusters, bacterial clusters, and finally eu- 
karyote clusters. The eukaryote gene clusters are 
spread over a large area, but the only clusters con- 
taining almost exclusively eukaryotic genes are found 
closest to the g3 axis and have the highest g3 values. 

Although the points are not as widely spaced in 
the second codon position, the same trend is evident 
here as well. Omitting mitochondria, which have 
their own genetic code and thus cannot be compared 
directly with those organisms using the "normal"  
code, an evolutionary sequence of  the main groups 
of  organisms would read: phages, viruses, bacteria, 
invertebrates, vertebrates. Although we have insuf- 
ficient data to distinguish vertebrates from inver- 
tebrates we can observe an inverse correlation be- 

tween evolutionary complexity and distance from 
the g axis in both the second and third codon po- 
sitions. Also, the closer one gets to the g axis, the 
higher the value of  g. 

On the basis of  the preceding arguments we infer 
that the main determining factor for the clusters is 
the kind of  organism, not the kind of  gene. Some 
discrimination of  the basis of  gene function is pos- 
sible, however. Almost all the globin genes fall into 
the same cluster, and although immunoglobulin 
genes do not fall into a single cluster, they tend to 
avoid regions of  space (such as the globin cluster) 
occupied by other eukaryotic genes. More data 
will help to clarify this situation, and we are cur- 
rently using extended sequence banks to update this 
study. 
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What causes these striking biases? Several pos- 
sibilities are reviewed by Grantham (1980): 

1. Optimization of  error rates with availability 
of  each of  the four bases in the environment, 
i.e., varying availability of  the mononucleo- 
tides. 

2. Regulation of  replication or transcription. 
3. Regulation of  expression of  mRNA in trans- 

lation. 
4. Optimization o f m R N A  secondary structure. 
5. Harmony of  codon-anticodon populations. 

All of  these options have their problems, be it 
inconsistency at some point in the argument or sim- 
ply lack of  supporting data. 

Two of  us (Rowe and Trainor 1983b) have pro- 
posed that viral codon bias is the remnant of  a per- 

iodic sequence with which primitive DNA or RNA 
formed. We showed that the periodic sequence could 
be the most energetically favorable structure for a 
nucleic acid in a primordial soup. Varying environ- 
ments could result in varying periodicities in the 
sequence. Because of  the smooth transition in our 
codon space from simpler to more complex organ- 
isms as one traces a path toward the g2 or g3 axis, 
however, it seems likely that this variation in the 
environment was the increasing complexity of the 
media in which the DNA found itself as evolution 
progressed, rather than some random fluctuation in 
such parameters as nucleotide concentrations, salt 
concentrations, or temperature. As living systems 
became more complex, the nucleic acid sequence 
adapted so as to preserve as much stability as pos- 



174 

I 
I 
I 
i 
! 

I 

Fig. 4. Illustration showing that although clusters 1 and 2 oc- 
cupy distinct regions of space in two dimensions, their projections 
onto one dimension overlap 

sible while accommodat ing  the increased informa- 
t ion load it had to carry. 

V I .  C o n c l u s i o n s  

Using the main  result o f  our  previous paper, that  
codon order in genes is random,  we have construct- 
ed a nine-dimensional  codon  space in which the axes 
represent A, G, and T content  in each codon frame. 
Natural  protein-coding sequences are plotted in this 
space. The resulting distr ibution is highly nonran-  
dom.  Cluster analysis reveals the tendency of  more  
"pr imi t ive"  genes to lie further f rom the origin than 
nuclear genes from higher organisms. 

This work, we believe, is an improvemen t  on 
previous at tempts to correlate codon bias with gene 
origin. The most  comprehensive  o f  these earlier 
studies, that  o f  Gran tham et al. (1981), plots se- 
quences in a 61-dimensional  space. Further, the 
clusters obtained have no easily visualizable inter- 
p r e t a t i o n - t h e  axes o f  the plots are unlabeled. Our  
work shows clearly how the clusters relate to base 
content  and codon frame. 

The question remains: H o w  and why did such 
biases originate? Two of  us (Rowe and Trainor  
1983b) have proposed that the prebiotic form o f  
D N A  was a periodic polymer  (e.g., GCTGCT) ,  be- 
cause such a sequence was the most  stable. The 
biases observed in modern  coding regions are the 
remnants  o f  this ancient sequence. 

Once such a sequence becomes incorporated in 
primitive organisms, the " env i ronmen t "  seen by it 
is the internal env i ronment  o f  the cell, an environ- 
ment  that will, in general, be different f rom the ex- 
ternal environment .  D N A  sequences will then be 
under  an evolut ionary pressure to form stable se- 
quences appropriate to the new environment ,  while 

at the same time containing enough variability to 
be useful as informat ion carders. Perhaps the strat- 
egy in developing more  complex informat ion-pro-  
cessing capabilities for the genome is to adjust the 
env i ronment  o f  D N A  such that the base stacking 
energies are most  nearly equal, thus allowing max- 
i m u m  sequence variety. 

The fact that  different organisms have different 
codon biases requires a deeper analysis. Because of  
the trend for the D N A  o f  more  primitive organisms 
to be further f rom the origin o f  codon space than 
that o f  higher organisms (which would be expected 
if  primit ive D N A  were indeed periodic, since a point  
far from the origin indicates a strong bias in favor 
o f  one or two bases at the expense o f  the others), 
we are currently exploring a model  of  D N A  se- 
quence evolution through codon space. The model  
envisages codon space containing islands o f  stabil- 
ity, the locations o f  which are determined by evo- 
lutionary constraints and driving forces. Thus there 
is no unique "ideal poin t"  in codon space where a 
gene would be opt imally suited to all environments;  
rather, genes evolve in space as their surroundings 
dictate. 
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