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Abstract - -  Zusammenfassung  

A Wavelet Galerldn Method for the Stokes Equations. The purpose of this paper is to investigate 
Galerkin schemes for the Stokes equations based on a suitably adapted multiresolution analysis. In 
particular, it will be shown that techniques developed in connection with shift-invariant refinable 
spaces give rise to trial spaces of any desired degree of accuracy satisfying the 
Ladygenskaja-Babugka-Brezzi condition for any spatial dimension. Moreover, in the time dependent 
case efficient preconditioners for the Schur complements of the discrete systems of equations can be 
based on corresponding stable multiscale decompositions. The results are illustrated by some 
concrete examples of adapted wavelets and corresponding numerical experiments. 

AMS Subject Classifications: 15A12, 35Q30, 65F35, 65N30, 41A17, 41A63 

Key words: Saddle point problems, LBB condition, multiresolution analysis, wavelets, time dependent 
problems, Schur complements, preconditioning. 

Eine Wavelet-Galerkin Methode far die Stokes-Gleichungen. In dieser Arbeit werden Galerldn- 
Verfahren fiir das Stokes-Problem tmtersucht, die anf speziell angepaBten Multiresolution-Ans~itzeu 
beruhen. Insbesondere wird gezeigt, dab gewisse Konstruktionsprinzipien ffir Wavelets auf 
gleichfrrmigen Gittern ftir jede Ranmdimension und beliebige gewiinschte Exal~heitsordnung auf 
Paare von Ansatzrgumen •hren, die die Lady~enskaja-Babu~ka-Brezzi-Bedingung erfiillen. 
Dariiber hinaus ergeben sich anch im instation~ren Fall aus den entsprechenden stabilen 
Multiskalenzerlegungen effiziente Vorkonditionierer fiir die Schurkomplemente entsprechenden 
Systemmatrizen. Die Ergebnisse werden anhand einiger konkreter Realisierungen und numerischer 
Tests illustriert. 

1. Introduction 

During the past few years very efficient preconditioners for linear systems 
arising from Galerkin discretizations of scalar elliptic boundary value problems 
have become available [5,16, 26, 32]. These techniques combined with conjugate 
gradient schemes achieve optimal multigrid complexity under minimal regularity 
assumptions. It is therefore natural to explore the potential of such techniques 
for other problem classes. As a typical example we will focus here on the Stokes 
equations as a simplified model for the motion of an incompressible, viscous 
fluid in an n-dimensional domain g2 c N", where n = 2 or n = 3 are of primary 
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interest. In the non-stationary case the velocity field if:/2 X [0, T] --* ~n and the 
pressure p : O ~ ~ are well-known to be related by the system 

Off 

Ot - - - v a f f + g r a d p = f  in O x (0, T),  

div i f= 0 in /~  X (0, T),  

if(x,0) =fro in O, 

ff = 0 on 0~ • [0, T], 

fp (x , t )  dx=O for each t~(O,T). 

(1.1) 

Here, v is the kinematic viscosity coefficient of the fluid (the inverse of the 
Reynolds number). Let 

)/'-= H ~ ( ~ ) n ,  M=L2o(~):_-(q~ff(~): fq(x)dx  = 0}, (1.2) 

where L2(~)  and H I ( ~ )  stand for the usual space of square integrable 
functions on O and the closure of the set of Ca-functions with compact support 
in O relative to the norm I[ullHl(~ :--(2l~/<l[ID~ul[~z(s~)) 1/2, respectively. We 
will focus first on the stationary version of G-.l). A possible approach to solving 
(1.1) numerically can be based on the Lerayformulation provided that divergence 
free trial functions are available (see e.g. [27]). However, here we choose the 
following alternative weak formulation. Find a pair (if, p) ~ ) ( •  M such that 

va(ff, J) + b(J,p) = (f~b ~} for all b ~ f f ,  (1.3) 
b(ff,/x) = 0 for all/x ~ M, 

where ( . , . )  denotes the dual pairing for ) / a n d  its dual J~*, induced by the 
standard scalar product 

and the bilinear forms a : ) ~ x J / ~  N and b : X X M ~  ~ are defined by 

0) a(ff, b ) :=  ~ - - u j , - - v j  =:(gradff ,  gradJ)c~(m,, 
3xi Oxi (1.4) i , j= l L2(g2) 

r := (div 

respectively. 

In general, when the bilinear forms a(., .) and b(., .) are continuous, it is 
well-known (see e.g. [3], p. 122) that (1.3) has a unique solution if and only if 
a(.,-) is elliptic on the subspace 
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i.e. 

a(g ,  J) > aHgll} for all j ~ l T ,  (1.5) 

and b satisfies the inf-sup condition 

b ( r , , )  
inf sup > 13 > O. (1.6) 
~ M  ~ f  ll~'ll~ll ~IIM 

In the ~particular case (1.4) the forms a and b are obviously continuous and a is 
even X-elliptic where here 17= --' -~ {v ~ X : d i v  b~= 0}, so that it remains to verify 
(1.6). When 0 is a bounded simply connected domain with Lipschitz boundary, 
the inf-sup condition is known to hold for the situation at hand, see e.g. [3]. 

To solve (1.3) approximately one may choose finite dimensional trial spaces 
J~h ~J~, Mh c M .  The classical Galerkin approach then requires finding (fin, Ph) 

X h • M h satisfying 

v a ( U h , V h ) + b ( v ~ h , p h ) = ( f  -" -* -" U h ) for all v h Xh, (1.7) 

b(uh,/zh) = 0 for all /x h ~ M  h. 

The unique solvability of (1.7) for each mesh size h, its stable computability as 
well as estimates for the accuracy of the resulting solutions u~, Ph are known to 
hinge on the validity of the Lady~enskaja-Babu~ka-Brezzi (LBB)  condition 

b(v~h'lXh) > / 3 >  0, (1.8) inf sup 
iZh~Mh gh ~ h  [Ivhll~:ll ~hlIM 

which is to hold uniformly in h. 

Of course, given that (1.6) holds, (1.8) imposes conditions on the particular 
discretizations. The following result due to Fortin [19] (see also [3, 20]) offers a 
way to check the validity of (1.8). 

Proposition 1.1. Assume that the spaces X and M satisfy the inf-sup condition 
(1.6). Then condition (1.8) holds with some ~ > 0 uniformly in h if and only if there 

. ->  --> 

exist linear operators Qh : X ---> X h satisfying 

I[Qh~llg~ l] UllJT, v ' ~ X ,  (1.9) 
and 

b ( J - - O h J ,  IXh)=O, J ~ Y ,  tZh ~ M  h. (1.10) 

Here, A < B means that A can be bounded by some constant multiple of B 
where the constant is independent of the various parameters the quantities A 
and B may depend on. 

Several concrete examples of bivariate finite element spaces satisfying (1.8) are 
known. For three space dimensions the list of finite elements satisfying (1.8) is 
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significantly shorter. In spite of the fact that in the finite element context the 
criterion in Proposition 1.1 is usually not very practicable, it turns out to be 
quite suitable in a somewhat different setting. In fact, utilizing Proposition 1.1, 
we propose in this paper a systematic construction of nested trial spaces Xh, M h 
satisfying (1.8). We emphasize that the Stokes problem is to be viewed as one 
example and that the approach applies as well to related saddle point problems 
arising for instance from mixed formulations for elliptic problems. 

Roughly speaking, the main idea can be described as follows. Instead of starting 
with a specific finite element space in X, we construct asequence of projectors 
Qh =Q~ satisfying (1.10) and take their ranges Xi =Xh as trial spaces. The 

] ~ . . , a j , . 

constructmn of the Qj, m turn, is based on the construction of a statable 
multiscale basis. In Section 2 we collect some relevant facts about such bases for 
later use. A convenient way for constructing these bases is provided by shift- 
invariant refmable spaces, often referred to as multiresolution analyses. This 
together with the construction of the projectors Qj and corresponding multi- 
scale bases adapted to the problem at hand is described in Section 3. It should 
be also emphasized that the approach works independently of the number of 
spatial variables. Moreover, the order of accuracy of the resulting trial spaces 
can easily be raised, at the expense of larger supports of the basis functions, of 
course. 

There are a few more consequences which are worth mentioning. Firstly, stable 
multiscale bases offer a particularly convenient framework for local error 
control and adaptive techniques. This issue will be addressed in more detail 
elsewhere. The second issue concerns the numerical solution of the linear 
systems arising from (1.7). Defining Aj: l~ --+ <., Bj: )~ -+ ~ by 

va(~j,~j)=(Ajff,,gj), b(ffj, l.,j)=(Bj~i,~j)L2(~), (1.11) 

it is clear that Aj is symmetric positive definite and that (1.7) amounts to solving 
the saddle point problem 

(A I B O ) ( : I ) = ( :  ). (1.12) 

The treatment of (1.12) is in one way or another tied to the Schur complement 

Kj =~- BjAflB 7 

(see e.g. [4]). In case (1.4) and v not too small Kj is well-conditioned. However, 
when employing implicit time stepping schemes for the non-stationary case (1.1), 
the condition number deteriorates with decreasing time steps. Building up on 
recent investigations in [4], we will point out in Section 4 that the multiscale 
bases not only give rise to stable discretizations in the sense of (1.8) but lead 
also to a convenient efficient preconditioner replacing the approach based on 
solving Neumann problems proposed in [4]. In Section 5 we construct a class of 
examples that fit the conditions required in Section 3. In Section 6 we comment 
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on computational issues, in particular, pertaining to the computation of the 
entries of the right hand sides and stiffness matrices. This is another instance of 
taking essential advantage of the shift-invariance of the trial spaces. Refinability 
of the basis functions allows one to reduce these quadrature tasks to solving 
once a certain linear system whose size depends only on the supports of the 
generators of the multiresolution analysis but not on the level of discretization. 
We conclude with some concrete examples of stable pairs of trial spaces and 
present some numerical experiments for the Driven Cavity Problem for two and 
three space variables. 

2. Multiscale Decompositions 

In this section we collect a few general facts for later purposes. Suppose 
Z '~= {St;= 0 is a sequence of closed nested subspaces of some Hilbert space H. 
Usually each space Sj is defined as linear span of some basis ~bj = { q~j,~ : k c I t  
which is to be stable, i.e., 

ILelll2(z i)~ ~ ck~j,k , (2.1) 
k~Ij H 

where A ~ B means that both relations A _<B and B < A  hold, and I[e]l/2(tj)= 
(Zk ~ tj[ckl2) 1/2. qSj typically consists of functions with compact support whose 
diameter remains uniformly proportional to the 'meshsize' hj which in the 
following will be assumed for simplicity to behave like 2 -J. 

To update a given coarse approximation vj_ 1 ~ Sj_ 1 
convenient to decompose 

Sj=Sj_I @ Wj 

where Wj is some direct summand. 

of some v ~ H  it is 

Suppose now that also a (uniformly) stable basis ~ = (Oj, k :k  ~Jj} of each 
complement space Wj is known, i.e. ~ satisfies (2.1) uniformly in j. Then any 
v m ~ S m can be written in single-scale representation as 

Um = E Ck q~m,k, 
k~I,. 

or, with qr o := @o, Jo := Io, in multiscale form as 

v m= ~ ~ dj, k~,k" 
j=0 kEJ i 

The transformation 

T m : d ~ c (2.2) 

which takes the multiscale coefficients dj, ~ into the single scale coefficients c k is 
of central importance in typical wavelet applications and will turn out to play a 
crucial role in the present context as well. It is therefore essential that the Tj are 
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efficiently executable and well-conditioned. As for the first issue note that the 
nestedness of the spaces Sj implies the existence of refinement matrices 
Ro, j = (r/,k)l~lj+l,k~i i such that 

q~j,k = E <kq~j+~,,, k ~ / i -  (2.3) 
l~I:+1 

In all typical applications the R0, j are uniformly banded, i.e., all rows and 
columns of R0, j contain only a uniformly bounded number of nonzero entries. It 
is clear that ~, k must have the form 

Oj+l,k = E r/,k9j+l,,, k~Jj+, ,  (2.4) 
l~Ij+l 

where the composite matrix R j = ( R 0 j ,  R 1 )  w i t h  Rl j=(rJk) l~ i  keJ , is 
' ' , �9 ~ ] +  1 ,  ] +  1 

invertible. One easily verifies (cf. [13]) that the transformatmn Tj tias then the 
structure of a pyramid scheme similar to the fast wavelet transform 

R,= 0 

As a consequence one has 

Remark 2.1. If R0,j, R1, j (and thus R )  are uniformly banded, then the 
application of Tj requires only G (dim S )  operations. 

As for the condition number of Tj, it is known that 

cond2(Tj) =~Y (1) (2.6) 

if and only if gz={O/, k :k~Jj ,  j=O, 1 . . . .  } is a Riesz basis for H [13]. This 
means that every v e H possesses a unique expansion 

oo 

v= E E 
/=0 k~J i 

and 

~ ( 2 . 7 )  
j=0 k~Jj 1 

With the aid of the Riesz-representation theorem one easily derives from (2.7) 
the existence of a dual Riesz basis g ' =  {~y,k : k ~Jy, j = 0, 1,.. .),  i.e. 

(tpj, e, @,x,) ~r = 3j,j, a~,k,, k~J j ,  k ' ~ J / , j , j ' ~ N  o . (2.8) 

Thus the mappings 

J J 
Qjv:= s s (v,(Pt, k)u~t, k, Q'v:= ~_, ~_, (V, tpl,k)Hg, k (2.9) 

l=0  k~Jt  1=0 keY/ 

are uniformly bounded projectors with ranges Sj and 4 ,  respectively. Obviously, 
Qf is the adjoint of Qj. The following observations are useful (see e.g. [13]). 
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Remark 2.2. Let Qj be uniformly bounded linear projectors from some Hilbert 
space H onto nested closed subspaces Sj of H. Then the following properties 
are equivalent: 

(i) The Qj commute, i.e. 
QIQj = Qz, l <j ,  (2.10) 

(ii) Qj - Qj_ 1 are also projectors, 
(iii) the ranges Sj of the adjoints Q* of Qj are also nested. 

Note that the particular projectors Qj (2.9) induced by the Riesz basis do satisfy 
(2A0). Moreover, assuming that the ~ are uniformly stable, then (2.7) is 
equivalent to 

( co )1/2 
Ilvll~ ~ ~ II(Qj-  Qj_a)vll 2 �9 (2.11) 

j=0 
As for the validity of (2.11) and hence of (2.6) in such a general Hilbert space 
context we record some facts from [14]. To describe under which circumstances 
(2.11) holds, we call any subadditive uniformly bounded family of functionals 
w(.,t),  t > 0, satisfying limt_+o+Oa(v,t)= 0 for v ~ H ,  a modulus. S p is said to 
satisfy a Jackson and Bernstein estimate relative to a modulus o) if there exists 
some 3' > 0 such that the relations 

inf 11 v - vjll~ _< ~o( v, 2-J) ,  v ~ H,  (2.12) 
vieS j 

and 

w(v j , t )  < (min{1, ' ~ _ t2J}) I[@H, vj~sj, (2.13) 

hold uniformly in j, respectively. 

Theorem 2.3. For S ~, H as above, let Qj be uniformly bounded linear projectors 
onto Sj satisfying (2.10). Assume that S ~ and ~ both satisfy Jackson and Bernstein 
estimates (2.12), (2.13) relative to some modulus oJ for some 3', ~/ > O, respectively. 
Then (2.11) holds. 

In view of the apparently pivotal role of condition (2.10), we record yet another 
equivalent formulation of Remark 2.2 (iii) for later use. The projectors Qj can 
be represented as 

Qjv= ~ (v,~j,~)l_iq~j,k, (2.14) 
~c~Ij 

where the set qgj = {~j,k : k ~ Ifl is biorthogonal to ~j, i.e., 

(~oj,k, ~j,,)~ = 6~,,, k , l  ~ Ij. (2.15) 

Remark 2.4. The Qj satisfy (2.10) if and only if ~j is also refinable. In fact, one 
has 

g,k  = E <k~j+, , , ,  k ~ I j ,  
leb+l 

where r-/, k = ( g,k,  ~j+ I,I)H. 
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We will apply Theorem 2.3 later to H = L 2 ( D )  or H = H *  for s ~ R, where H s 
may stand for any of the spaces HS(O),  H~(O).  (In fact, one could also assume 
homogeneous Dirichlet conditions on part of the boundary.) The role of the 
modulus is then played by the standard L2-modulus of smoothness. Recall that 
the dth order L2-modulus of smoothness is defined by 

wa(v,  t)L:(a):= sap l[AgvllL2(~h,~>, (2.16) 
Ih[<t 

where Oh, a := {x ~ O : x + lh ~ O, 1 = 0 , . . . ,  d} and 

(see e.g. [16]). When the modulus w(-, t) in (2.13) is chosen as the dth order 
L2-modulus defined in (2.16), it is well-known that, under mild assumptions on 
the regularity of the domain, the validity of (2.12), (2.13) is equivalent to the 
direct estimates 

inf [[v-@L~<,~> <2-*Jllvllm, v ~ H * , s < _ d ,  (2.17) 
vj~sj 

and the inverse estimates 

IlvjllH, <, 2J('-'>llvillH~, vj ~ Sj, s < t < y,  (2.18) 

where one usually has 3' < d. This yields the following norm equivalences (see 
e.g. [14]). 

Proposition 2.5. If the spaces Sj and Sj satisfy (2.17) and (2.18) for some d, d ~  N 
and 0 < 3' < d, 0 < ~/ < d, then one has 

IlvllH' 22tJll(Qj _ 2 ~ Qj_ 1) v[lrz(a~) 

and 

llvlIH,~ l l ( 0 , -  0j_l)Vll t , 
j= 

t ~ ( - ~/, y ) ,  (2.19) 

t ~ ( - ~, y ) ,  (2.20) 

where here for t < 0 the space H t is to be understood as the dual space ( H - t )  *. 

A useful interpretation of these facts may be formulated as follows. Let 
oo  

a~v := ~ 2Js(Oj - 0i_1)o. (2.21) 
j = 0  

Then, under the assumptions in Proposition 2.5, 

IIA~v[[H,--llvllW+~ f o r t + s ~ ( - ~ , y ) .  (2.22) 

This latter fact will play an important role for the issue of preconditioning. 

We conclude this section with a comment on the condition (2.17) which is 
taylored to uniform mesh refinements. Equivalences of the form (2.19) actually 
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persist to hold under weaker assumptions permitting spaces Sj resulting from 
adaptive refinements. In fact, one way to show that (2.19) still holds, is to 
establish an estimate of the form 

II(Qy - Oy_~)v,~llL~(m <_ Ogd(Vm,2-Y)L2(n ), V m ~ Sin, j < m, 

see [161. 

3. Multiseale Bases for the Stokes Problem 

Combining the facts stated in the previous section with Proposition 1.1, suggests 
constructing multiscale basis functions ~, k in such a way that the corresponding 
projectors Qj, defined by (2.9), satisfy on one hand (1.10) and on the other hand 
(2.10) as well as relations of the type (2.17), (2.18) to ensure norm equivalences 
of the form (2.19). First we will show that this task can conveniently be solved 
when 12-- R ~. In a second step we will indicate possible ways of adapting the 
construction to bounded domains. 

3.1 The Shifl-Invariant Case and Wavelets 

The main ingredient of our construction is the concept of biorthogonal wavelets. 
Recall from Remark 2.4 that in the above general context biorthogonality was 
expressed through condition (2.10). Suppose that ~, ~ are compactly supported 
functions in Lz(R) which are refinable, i.e., the relations 

~(x) = E a ~ ( 2 x - k ) ,  ( ( x )  = E ~ ( ( 2 x - k ) ,  (3.1.1) 
k~Z  k~Z  

hold for some masks a = (ak}k~Z, ~ = {Sk}k~ Z. We will call ~, [ a dualpair if 
one has in addition 

(~, [(" - k))L2(R,) = 30,k, k ~ Z .  (3.1.2) 

It is easy to see that (3.1.2) forces both masks to be finitely supported when 
and ~ have compact support. Moreover, defining for g ~ LE(R) 

gj,k := U/2g(  2j" - k),  j ,k  ~ 7], 

the functions derived from ~ and ~ by dilation and integer shifts are stable in 
the sense of 

llcll/2(z) ~ k~zE Ck~j,k r2(R ). (3.1.3) 

Examples of such dual pairs can be found in [11]. 

Denoting in the following for any collection F of functions in L a by S(F) the 
Le-closure of the span of F and setting 
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(3.1.1) implies that the spaces Sj := S((~)) ,  S+. := S((() j )  are nested, i.e., 

sjcgj+l, Sj c Sj+l ,  j ~ .  (3.1.4) 

This obviously fits into the framework described in the previous section. More- 
over, it is easy to identify suitable complement bases. In fact, it is known that 
([9,11]) 

n(x) = ~ ( -1)%_k~(2x-k) ,  9(x) = 
kc77 

k E ( - - 1 )  al_kf(2x--k), 
k~Z 

(3.1.5) 

satisfy 

(~, ~(.-  k))~<~> = ao,~, ( ~, ~(.-  k))~<~) = ( L  ~ ( ' -  k ) ) ~ +  = o, 

One readily concludes from (3.1.1) and (3.1.6) that 

(~TLk, ~//,~,)L2(~,) = 8(j,~),(/,X,), j , j ' , k , k '  ~ 7/, 

k ~ 2 / .  

(3.1.6) 

(3.1.7) 

(see (2.8)). Thus the ~/j,k give rise to a stable multiscale basis in the sense of 
Section 2. Moreover, the complement spaces Wj :--- S(07)j), ~ := S((~/)) satisfy 

~_I_Sj_I, Wjj.L~qj_I, Wj_L ~, ,  j e=j'. (3.1.8) 

3. 2 Modifying Dual Pairs 

One reason for considering the above shift-invariant setting is that, given a dual 
pair of generators f,  f ,  there is a relatively simple mechanism of generating new 
dual pairs ~*, ~* which will turn out to be useful for constructing multiscale 
bases adapted to the Stokes problem. To describe this it is convenient to 
introduce for a given mask a of refinement coefficients appearing in (3.1.1) its 
symbol 

a(z )  := ~ akz ~, z ~ C. (3.2.1) 
k~Z 

In fact, the biorthogonality relation (3.1.2) implies 

a ( z ) ~ ( z )  + a( - z ) g ( - z )  = 4. (3.2.2) 

Moreover, when a(z) is divisible by (1 + z) (which is known to be the case when 
~ Hi@))  it is clear that the new pair of symbols 

2 1 + 2  
= - - a ( z ) ,  i , (z)  = - ~ - - ~ ( z ) ,  b (z )  1 + z  

still satisfies (3.2.2). Thus if the new masks b, b still admit solutions to (3.1.1) one 
ends up with a new dual pair which turns out to be related to the initial one 
through differentiation and integration. This is made precise by the following 
observation which is essentially due to Lemari6-Rieusset [24, 25]. It is a special 
case of a result established in [27]. 
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Lemma 3.1. Let ~, ~ L2(~) be compactly supported dual functions, which are 
refinable with masks a ~ and ~o, respectively. I f  ~Ha(II~)  and f~ ~(x)dx = 
f~ ~(x)dx = 1, then there exists a dual pair ~*, ~* of compactly supported 
functions in L2(R) such that 

d d .  
~ : ( x )  = ~*(x) - se*(x-  1) and ~ : * ( x )  = ( ( x +  1) - ( ( x )  

(3.2.3) 

holds. Moreover, their symbols satisfy the relations 

2 1+~  
a (~ *>(z) = ~ z  a~ ~(o, *~(z) = - ~ ~  (3.2.4) 

and the relations 

d d 
~ / ( x )  = 4~/*(x), and ~ O * ( x )  = - 4 ~ ( x )  (3.2.5) 

are valid for the biorthogonal wavelets defined by (3.1.5). 

Note that since, by (3.2.3), ~* belongs to Hi(R), ~* must be continuous. The 
essence of the above statements is that, starting with a refinable dual pair ~, ~, a 
certain modification produces a new refinable dual pair ~*, ~*, thus preserving 
the crucial property (2.10). The new pair will serve as the main building block 
for the construction of pairs of trial spaces satisfying the LBB condition. The 
advantage of the shift-invariant setting lies in the fact that the whole construc- 
tion reduces to manipulating Laurent polynomials. The modification consists 
essentially of differentiation and integration illustrated by the following figure: 

! ~ t Integrati~ Differentiation] 
I 

1 J ! 

The most convenient way of constructing multivariate dual pairs of refmable 
functions is to employ tensor products, i.e., for x ~ E n and any dual pair of 
univariate refinable functions ~:, ~: 

f~(X)  := ~ ( X l ) ' " ~ ( X n )  , (~(X) := ~(Xl)" " ' ~ ( X n )  , (3.2.6) 
are easily seen to form a multivariate dual pair. More generally, writing 



270 W. Dahmen et al. 

and analogously for ~*, ~*, e E {0,1}, the corresponding multivariate scaling 
functions and wavelets are given by 

fI I~e(X ) := ~e,(Xi), ffJe(X) := H~ei(Xi) e ~ {0,1} ~ = :E ,  (3.2.7) 
i=1 i=1 

where, of course, ~0 = ~, ~0 = ~. Moreover, defining the modified functions 

Ip(V)(X) = ~e i (X1) ' "~e , ,_ l (Xv_ l )~g(Xv)~ev+l (Xv+l ) ' "~en(Xn) ,  (3.2.8) 

as well as 

(Oe(~)(X)=(e,(X~)'"(~._a(X~_X)~e*(X~)(~+~(X,+,)'"(e,(X,,), (3.2.9) 

Lemma 3.1 yields 

c~ / V ~ ( ' ) ( x ) '  if e~ = 0, (3.2.10) 
ex~O~(x)=14Off)(x), if e, = 1 ,  

and 

where 

3 if e =O, 
(3.2.11) 

( - 4 )  6e(X), if = 1, 

~ f  := f ( . )  - f ( . -  e'~), A f:=f(. + e") --f('), 
" " ~ - = 1 , . .  , n .  Again and the e are the coordinate vectors, 1.e., ( e ) r  - 6~ r v, v' 

we have used the convention ~0 (~) = qS(~) and 00 (~) = ~(~). 

To indicate the relevance of the above manipulations with regard to the LBB 
condition, let for E = {0,1} ", E* := E \ {0} 

Oj, k := 2nj/2llle(2J" -- OL), ~j ,k:= 2nJ/2~e(2J" -- Ot), k=(e ,a )~E•  n, 
(3.2.12) 

and 

4~j : :{q~j ,k :k~{0 } x Z n } ,  ~ j : ( q ~ j , k : k ~ { 0 } X Z n } ,  (3.2.13) 

One easily derives from the biorthogonality of the univariate factors (3.1.7) that 

(~. k,@, ~,) r2(u.) = 6j, f 6~,k,, j , j '~N,k ,k '~E*xZ".  (3.2.14) 

In other words, this means 

S(~)_I_S(@j_I) ,  S(~).J_S(~j_,), S(~)J_S(~,) forj:~j'. (3.2.15) 

Analogous relations hold for @j, ~j replaced by q~ff), ~ff), v = 1, . . . ,  n. Now set 

Mj := S(q)j), ~ : :  S(qS~)) x . . .  • S(~)n)), (3.2.16) 
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and define in analogy to (2.14) the projectors Qj by 

Qyv ~ Or, ~p,j,k ]L2(~n)W'j ,k ,  V ,,:= = 1 , . . . ,n .  
k E { 0 } X Z  n 

A glanceat  the corresponding multiscale representation (2.9) reveals that for 
any b '~X 

oo oo 

kt"v,  tFj, k ]L2(Rn) t'Fj, k 
j = r n + l k e E * •  n j = m + l  

Obviously, rVj ~ S (~  (1)) •  • S(~.(n)). We readily obtain from (3.2.11) that 

div ~j = E dk~,k 
keE*xZ n 

for some coefficients dk and, hence, div ~j belongs to the complement S (~)  of 
S(~y_ 1) in S(~) .  But by (3.2.15), we have 

which means here that 

(div~j,Vrn)L2(R,,)=b(~j,Vm)=O , O m ES(•m)=Mm, j > m .  

Hence the projectors (~y satisfy the conditions (1.9) and (1.10) in Proposition 1.1 -+ 

which show that the pairs Mj, Xy satisfy the LBB condition. Thus the LBB 
condition on all of R" amounts to the construction of suitably interrelated 
biorthogonal multiscale bases. Our central objective is now to extend this 
mechanism to bounded domains. Defining for any collection V of functions 
O~V:= {(a/ox.)  v: v E V}, it will be useful to keep in mind that the essence of 
the above argument is the relation 

S(O~.C~))~S(qtj), v = l , . . . , n .  (3.2.17) 

3.3 Bounded Domains 

It remains to establish multiscale bases for a given bounded domain. One 
possible strategy is to work with restrictions of the spaces introduced in the last 
section to a given domain and enforce essential boundary conditions by means 
of Lagrange multipliers. For scalar elliptic problems this approach is studied in 
[22]. The advantage would be to preserve possibly many properties of the 
shifl-invariant multiresolution spaces while still being able to treat relatively 
general domain geometries. On the other hand, the saddle point problems 
become more complicated. These issues will be addressed in a forthcoming 
paper. An alternative is to adapt the multiscale bases to the given domain by 
suitable modifications of basis functions near the boundary. 

The central task will then be to preserve the relation (3.2.17) under these 
modifications. A general construction of multiresolution spaces and their stable 
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decompositions essentially for Lipschitz domains is proposed and analyzed in [8]. 
To focus on the essential ideas and to avoid the technicalities entailed by the 
general case we will confine the subsequent discussions to the simple model case 
S2 = [0,1] n. In fact, the type of basis functions will be the same in the general 
case where, however, the boundary near modifications depend on the local 
behavior of the boundary. Since our main concern here is the LBB condition we 
have decided not to address the general boundary adaptation here. 

Throughout the rest of this paper let /2---[0, 1] n. Employing as above tensor 
products of univariate functions (3.2.6) then reduces the problem to constructing 
suitable multiscale bases on [0, 1], Several such constructions have been de- 
scribed in the literature [1,7,10,12,21]. In particular, [1] treats the case of 
biorthogonal wavelets which is needed here. Unfortunately, one cannot apply 
these results directly since, on one hand, the stability in the sense of (2.11) is not 
addressed there and, on the other hand, the stability properties needed here 
require estimates of the form (2.17), (2.18) for the spaces spanned by both the 
generator and its dual, which is not given in any of these papers. When 
indicating the corresponding necessary modifications we also collect the require- 
ments on the generators which will be relevant for subsequent applications and 
which will direct us later when giving concrete examples. 

In view of (3.2.6), we will again be concerned with a dual pair ~, ~ of univariate 
refinable functions. It will be seen that all relevant properties of the resulting 
spaces can be conveniently expressed in terms of the regularity and exactness of 
~, ~ in the following sense. We will assume that (, ~ are supported in [ - l ,  l] for 
some fixed l ~ N. Firstly, we require that 

~, ~ H t ( ~ )  for some t > 1. (3.3.1) 

In fact, for the stationary problem it would be sufficient if only one of the 
generators has Sobolev regularity exceeding one. Secondly, ~, ~ are to be exact 
of degree d - 1, d -  1, for some d, d ~ N, respectively, where, in particular, we 
will always assume that 

2 >  d > 2. (3.3.2) 

Here ~ to be exact of degree d - 1 means that for r = 0 . . . .  , d - 1 

x r= ~., ( ( . ) r , ( ( . - k ) ) L 2 ( ~ ) ( ( x - k ) .  (3.3.3) 
k~2Z 

It is well-known that the refinability by itself already implies that (3.3.3) holds 
for r = 0 [6]. Many examples of dual pairs with higher degree of exactness can 
be found in the literature. If one allows l to become large the parameters t, d, J 
can be made arbitrarily large [11]. It is also well-known that when (3.3.3) holds, 
linear combinations of the dilates ~ ( U . -  k), k ~ 2~, provide approximation 
orders ~f(2-Ja), j ~ % for functions in He(R). 

Remark 3.2. Note that, since the exactness of a refinable function is known to be 
determined by the power of the factor (1 + z) in the symbol of its mask, the 
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modified function ~* given in Lemma 3.1 is under the above assumptions exact 
of degree d. 

We recall first the basic principle of constructing multiresolntion spaces on [0,1] 
generated by any given dual pair ~, ~. The key idea is to retain as much 
structure as possible from the spaces defined on all of R while preserving the 
degree of exactness. It is clear that when working just with the restrictions of the 
shifts ~(2J. - k) to [0,1] one would loose biorthogonality and stability. Thus one 
keeps possibly many shifts ~(2 j. - k )  whose support is strictly inside [0,1] as 
basis functions while modifying those interfering with the end points of the 
interval in such a way that overall one obtains stable biorthogonal basis 
functions which are still refinable and span all polynomials up to a desired 
degree. To be precise, fix integers N, M > l, d, set 

Kj :=Kj, z U Kj,, U Kj, R, (3.3.4) 
where 

Kj, L := { N - d , . . . , N -  1}, Ki,, := {N, . . . , 2  j - M } ,  

Kj, R :=  {2 j - M +  1 , . . . ,2  j - M + d }  

for all j >J0 with J0 big enough so that Kj, L and Kj, R do not overlap. In 
principle, one could take N = M. The reason for introducing a further parame- 
ter will become clear later. Now let 

~j ,k :=2J/2~(2J . -k ) ,  ~ , k=2J /2 ( (2J . - - k ) ,  k ~ K j ,  r. (3.3.5) 

Furthermore, in view of (3.3.3), define for r = 0 , . . . ,  d - 1 
N - 1  

~j,LN-d+r:=2J/2 E 2 J ( (2 J ' ) r ,~ (2J ' - rn ) ) r2 (m~(2J ' -m) l t 0 ,11  (3.3.6) 
m = - /  

and 
2J+l 

~jR2'-M+d-r:=2J/2 E 2J( ( iJ (1- - ' ) ) r , ( (2J ' - -m))L2(eO~(21"- -m) l to ,11  �9 
m=2J-M+l 

(3.3.7) 

On account of (3.3.3), it is clear that the functions ~j,k, k c Kj, i, together with 
the functions ~j.Lk, k ~ Kj L, ~j,Rk, k e KJ ,t, span all polynomials of degree at 
most d -  1 on [(},1]. The 'funct'ions 4,Lk, '~fk are defined analogously with the 
roles of ~ and ~ interchanged. For simplicity, we confine ourselves here to 
reproduce thereby the same degree d - 1 of exactness also for the dual side (see 

L R [17] for the general case). As in [1] one can verify that the ~. k, ~ ~ are linearly J, 1, 
independent and refinable. It remains to biorthogonalize the sets ~j,Lk, ~j~k, 
k ~ Kj, z, and ~je, k, ~ek, k ~ Kj, R, respectively. For instance, it will be convenient 
for later purposes to set 

(3.3.8) 
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One then has to determine coefficients L j ,  k ,m ,  Rj, k,., such that the functions 

j,k,m ~i,m, k 
m E K  i, L 

~/,k := ~., R n ~ K  i ~, (3.3.9) j,k,m~j,m, k �9 

satisfy 

Defining now 

~"j ,k , 

the following facts can be verified (see also [1,17]). 

(3.3.10) 

(3.3.11) 

Proposition 3.3. Under the above assumptions one has: 

(i) diam supp (~j,k) ~ 2-J, k e Kj, #Kj  ~ 2 j. 
(ii) The ~. are uniformly stable. 

(iii) FId_ 1([0,1]) c S ( ~ ) ,  j ~ N, j > Jo, where l-Ir([0, 1]) denotes the space of all 
polynomials of  degree r on [0,1]. 

(iv) j j >-J0. 

Analogous facts hold for 4"  

Note next that the quantities 

2J /2 ( (2 j . ) r ,2 j /2 ( (2J ' - -m) )L2( , , )=  ( ( ' ) r ,~ ( ' - -m) )r2( , , )=:  a,~,~ (3.3.12) 

are actually independent of the level j. Defining a R &z &R in an 
analogous fashion by exchanging (-)~ by (1 - - ' ) r  and ~ by ~, respectively, the 
relations (3.3.6), (3.3.7) take the form (with N = M)  

N - I  

~j,LN-d+~= E a~m2J/2~(2J'--m)r[0,1], 
m = - l  

2J+l 
R _ _  " ,  ~j,21-u+d-~-- ~ a~m2J/z~(2J.--m)l[o,ll, r = 0 , . ,  d - l ,  (3.3.13) 

r n = 2 J - N + l  

and analogously 4.LN_d+r, ~g,2j_U+a_ r. Moreover, it is well-known that the 
members ~, ~ of any dual pair can be normalized so that f~ ~(x) dx = f~ ~(x) dx 
= 1 so that, in particular 

aG = & a  =1 ,  G ~ { L , R }  m ~ Z .  (3.3.14) 0, m 0, m 

Likewise it is easy to see that the coefficients L i k m, Rj k ~ in (3.3.9) do not 
depend on j and hence have to be computed only'once [17]'. 

It remains to determine the corresponding biorthogonal wavelets adapted to th6 
interval. Again one retains possibly many wavelets in the form (3.1.5) as long as 
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their support lies strictly in (0,1). For the construction of the modifications near 
the endpoints we refer to [1, 12,17]. Moreover, the explicit form of the modified 
scaling functions and wavelets for the present particular situation are recorded 
in [17]. Here it is important to note that these coefficients are also independent 
of the level j and therefore have to be determined only once by solving small 
linear systems. 

Remark 3.4. The particular choice of the boundary functions makes it easy to 
incorporate homogeneous boundary conditions. The case of interest is 

(3.3.15) 
Note that, by construction, one can still represent near the boundary all 
polynomials of degree d - 1 which vanish at the boundary as linear combina- 

�9 , ~  

tions of the elements m =j,0. 

It will be useful to keep the following observation in mind. 

Remark 3.5. Independently of the choice of ~, (, N, M one has 
" ~ "  1 dim(S(, , j ) )  - dim(S( ~ j _  1)) = # K j  - # K j _  1 = # K j ,  z - # K j _  I, I = 2 j -  

Suitable spaces on O = [0,1]" are now again obtained by taking tensor products. 
For / j  := Kj •  • Kj define 

n 

~z~] :~" i21 ~j = {l~j, kZ~- ej, ki @ " " *  ej, k : k =  ( k 1 . . . .  , kn )  ~ I j }  , (3.3.16) 

and analogously ~j, where for x = ( x u . . . , x , )  z we set (v 1 | | v , ) ( x ) : =  
v (xO"" v.(x.). 

3.4 The  L a d y g e n s k a j a - B a b u g k a - B r e z z i  Condi t ion  

In the sequel we will always assume that (3.3.1) holds, and that the bases ~ ,  ~j 
are defined by (3.2.4) where N = M in the definition of K i (3.3.4). Given the 
bases 4~j, 45j on S2, defined by (3.3.16) relative to the multivariate dual pair ~b, q~ 
of the form (3.2.6), our main objective is to construct next bases @)~), ~S ~), 
v=  1, . . . ,n ,  according to the modifications from Lemma 3.1. Since we have 
assumed that ~, ~ are supported in I - l ,  l] it follows from (3.2.3) that 

supp s _c [ - l , l -  1], supp (* _c [ - 1 - l , l ] .  (3.4.1) 

Moreover, since ~* essentially results from differentiation its degree of exact- 
ness is expected to drop by one. This suggests the following partition for the 
corresponding index sets Kj* to be properly related to Kj (see also [29]), 

K* "= K* K* K* �9 j, LU  j, zU LR, 
where 

K * c : = { N - d + I  . . . .  , N - l } ,  K~z:= {N . . . . .  2 J - N +  1}, 

K~R := {2 J - U +  2 .. . .  ,2 j - U +  d}, (3.4.2) 
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i.e., here we have M = N - 1 .  The collections ~ *  = {~,*k :k~K*} 
defined as described in Section 3.3. Similarly we set 

where 

I(~,L:={N-d, . . . ,N},  Is 1 .... , 2 J - U + d +  1}, 

/ (~ , :=  ( X +  1 . . . .  ,2J-U} ,  

IC*L,o :: { X - d  + l , . . . ,U  }, 

are then 

/(j*, R,O := { 2j - N +  1 , . . . , 2  j - N + d } .  
(3.4.3) 

Moreover, note that 

- ~* ~* u I~7,~,o, K~,o'- j,~,o U j,, 

S(~j,o) CH~([0,1]). 

#K~ = #/C~0. (3.4.5) 

More can be said which will be the first important observation (see also [29]). In 
fact, the following considerations prepare some necessary technical prerequisites 
for establishing the relations (3.2.17) for the modified wavelets adapted to the 
domain 12. To this end, we define for any collection ~ of functions 0 ~ : =  
{(d/dx)~: : ~:~ ~}.  

(3.4.4) 

Proposition 3.6. One has 

as well as 

Moreover, 

S(~.*)=S(O~),  (3.4.6) 

( x So ) = v ( t )  = 0 ~ ~ j , o ] .  (3.4.8) 

Proof: In analogy to (3.3.12) let 

r,m 2J/2 2J" r'2J/2~* 2j a *'L:= (( ) . ~ ( " - - m ) ) L a ( ~ ) ,  m =  - 1  . . . . .  N - l ,  

we have 

The function (*  will be used to construct the trial spaces for the velocities. 
Homogenizing boundary conditions if necessary it will be sufficient to construct 
these trial spaces as subspaces of Hlo(O). Therefore according to Remark 3.4, 
we have defined the diminished index sets /CTL,0, /Cj*R,0 in (3.4.3) without the 
extreme indices N - d ,  2 J -  N +  1 which correspond to those basis functions 
which facilitate reproduction of constants. Thus constructing ~ *  = {~.~ :k  
/Cj*} as described in Section 3.3, and ~j,0 ~*  as in Remark 3.4 relative to 
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and analogously Ol*'Rr, m , ~l*'Lr,m , &*m R" Observe first that these coefficients satisfy 
discrete counterparts to the functional equations (3.2.3). In fact, one readily 
derives from (3.2.3) and (3.3.12) (see also (3.3.14)) that 

_ 

r ,m r , m - 1  

Ol R - -  Ol R ~ FOI * ,R  
r , m - 1  r ,m r -  l , m  ~ 

m = - l + l , . . . , N - 1 ,  r = 0 , . . . , d - 1 ,  

m = 2 J - N + 2  .. . .  ,2J+l,  r - - O , . . . , d - 1 ,  
(3.4.9) 

and 

Ol*'Lr, m + l  --~*'L=r~?-l,m,r,m m =  - l , . . . , N - 1 ,  r = 0 ,  .. . ,d, 

~$,R ~*,R 
r ,m - -  OLr,m+ l = r o t ? - l , m ,  m = 2 J - N + l , . . . , 2 J + l ,  r=O, . . . , d .  

(3.4.10) 

As before we will write for the interior scaling functions ~j*k := 2J/2~*( 2j" - k ) ,  
k ~ K[,I, and analogously for ~ ~, ~*k, k ~ Kj i, /(j*i, respectively. Utilizing 
(3.4.9)'and (3.2.3), straightforwar~i calculations ~eld ' 

_2j,=, d L ~j,N, k = N - d ,  

--~J'k= 2J((k-N+d)~j*[:  k - N + d , N - 1  ~j,$N),  k~Kj ,  L \ { N - d } ,  

d 
--~ ~j'k=2j(~j*k-~j*k+a)' kEgJ ' I '  (3.4.11) 

1 2 J ( ( k - 2 J + N - d ) ~  *'R a R ~* d R j , k + l  q- 2 ] - N + d - k , 2 J - N + I S j , 2 J - N + I ] ,  

--~j,k = k~Kj ,  R \ { 2 J - N + d  }, 

~ 2J~j*zJ_u+ 1 , k = 2 J - N + d .  

Similarly, combining (3.4.10) and (3.2.3), provides 

d g*'L=2J((k U+d)~jLk-1 k-U+d,N-1 

d .  
--dx ~:j, k* = 2J(~,k_, - ~- k),, k~/(*j,,, 

d 
__ ",,R = 2j(a,jR " 2j k)~Rk), 
d x ~ J , k  2 -N+d+l-k, 2J-N~j, 2J-n - (  - N + d + l -  , 

k e/(j*R,o- (3.4.12) 

One readily concludes now from (3.4.11) that 

S(3=j) gS (= ,  ). (3.4.13) 

Moreover, to prove the converse inclusion note first that, again by (3.4.11), 
~j*s k~K~,c,  G ~ {L ,R} .  Thus, it suffices to confirm that ~j*k~ 
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S(O~),  k ~K~I .  To this end, note that 

d 2J-N d 
~j,*~ = 2-J ~ ~,k + * - ~ j , m  ~,*~ + . . . .  2-~ E + = 

m=k 
2~-N d d 

= 2 - / m = ~  ~-" --~j,m + 2 - j - ~ j , i j - N + d ,  

which proves (3.4.6). 

Clearly, (3.4.7) follows from (3.4.12). Finally, to prove (3.4.8), let us denote for 
convenience also ~,*k = ~j,k'*'G, k ~/s a, G ~  {L, n}, and analogously ~j,k. Then 
(3.4.12) can be briefly rewritten as 

d .  
-~j,*k = E Cj, k,m ~,m" (3.4.14) 

m~K] 

Now let us denote the space defined on the left hand side of (3.4.8) by V,. Since 
S ( ~ *  0) aH~([0,1]) one has f ~ (d /dx )~5 (x )dx  = O, k ~ KT,o, so that, by (3.4.12), 
S(,~'*0) _c Vj. To see that Vj _c S(~*o) , ciefine b ~ R~vJ by ' 

bk'= s  k ( X )  dX , k ~ K j ,  

and set (b)  • := {e ~ N g "  e r b  = 0}. In these terms one obviously has 

kEKj 

Since ~*k e ~ ,  k ~/(~0, the vectors formed by the coefficients in (3.4.14) belong 
to (b)  2'. Consider tla'e (#K* 0) • ( # K )  matrix B whose kth row contains the 
coefficients c j, k, m, m ~ Kj. It is easy to see that B has full rank #/~*0 = #Kj  - 1. 
In fact, it is upper triangglar and has nonvanishing entries on the diagonal. 
Hence (b)  = {BT~ : ~ e EKj.o}. Thus, whenever v(x) := s  ~ K Ckf~* k(t) dt ~ V+, j. ~, j a, a 
�9 " ~ K ,  o �9 _ _  T . . . . .  1.e., e ~ (b)  , there exists e ~ IR ,, with e - B e whmh, m view of (3.4.14), just 
means v = Ek ~ KT, oc~ ~j k" This completes the proof. [] 

Now let 

be the wavelet bases for the spaces S(~j )  and S ( = ) ,  respectively. As mentioned 
above the wavelets with support in the interior of [0, 1] have the form (3.1.5). 
The remaining ones interfering with the end points of the interval have to be 
properly modified. Since at this point we do not have to make use of their 
explicit representation we refer to [17] for a listing of the corresponding 
coefficients. The important point here is to realize that instead of applying an 
analogous construction also for the spaces S(~.*)  and S(~,~j,0), the bases Tj and 

already determine the wavelets for these latter spaces. In fact, with the above 
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preparations at hand we can show next that as in the shift-invariant case the 
wavelets corresponding to the spaces S ( ~ * )  and S(~j,0) still arise from those 
for S ( ~ )  and S ( ~ )  by differentiation and integration, respectively. 

Theorem 3.7. Define 
d 

~j*k(x) := 2-J- 2 ~ r/j,k(X), x e [0,1], k ~ J y = J ? ,  (3.4.15) 

and 

% ( . )  := _2J+1 ,k( t ) dt, 

Then the collections 

are biorthogonal wavelet bases, i.e., 

( g ~ ,  g~')~o, iD = a~,~,, k, k' ~ 4,  
and 

S( ~r ) = S( ~*_I) ~ S( ~j* ), 
Moreover, one has 

s ( ~ )  =s(~*), 

x ~ [0,11, k ~ 4" (3.4.16) 

(3.4.17) 

~* - ~* S(~*) .  (3.4.18) 

S(o~j*) = S ( ~  ). (3.4.19) 

Proof: Clearly (3.4.19) is an immediate consequence of (3.4.15) and (3.4.16). 
Moreover, since S(~y_l) contains all constant functions and since S(=j_ 1) • 
S(~), we have 

~/j-*k(1) = -2J+zfl~y,~(y) dy = O, 
"o 

so that 

Thus 
~j~k(0) =~k(1) =0, k~ 4 (3.4.20) 

S(~-*) cHol([0,11), (3.4.21) 

and we can employ integration by parts to conclude from (3.4.15) and (3.4.16) 
that 

(~k,~k,)L2([O,1])=(~j,k,~j,k,)L2([0,1]), k,k' ~ 4 '  

so that (3.4.17) follows from the fact that Tj and ~ are, by construction, 
biorthogonal bases. Hence, in particular, the collections ~*  and Tj* consist of 
linearly independent functions, and 

d i m ( S ( T j * ) ) = d i m ( S ( ~ * ) ) = # J , .  (3.4.22) 

On account of Remark 3.5 and (3.4.22), it remains to verify the relations 

,(#,,) ,<,,)  
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and 

S(~*)f'IS(~,~j*_I,o)=S(Tj*)f'IS(~,_@I)={O}. (3.4.24) 

To this end, (3.4.15) yields 

~j'~k = 2-J-2 -~  rts, k ~ S( c)Tj ) c S ( 3 ~ ) ,  

so that the second part of (3.4.23) follows from (3.4.6). Furthermore, since S ( ~ )  
contains constant functions so that, due to biorthogonality, the elements in 
S ( ~ )  have first order vanishing moments, i.e., fJ~j,~(x)dx = 0, k ~ 4,  the first 
relation in (3.4.23) follows from (3.4.16) and (3.4.8). 

Now suppose that g := Ek s jjck ~j,*k ~ S(~.* ) f'l S(~.*_ 1 0). By (3.4.17), one has 
(go Tj,*~)c2r -- c~. On the other hand, since (3.4.15) and the fact that ~ j -  1,o~* c 
ad([O, 11), 

(~*-l'lc'rlj*'lC')L2([0'l]'= --2-'-2( d ~J*- lk'rlJk't' ' } L2([0,1],' 

the relation S(~_~)_k S ( ~ )  ensures, on account of (3.4.7), that c~ = 0, k ~Jj,  
which confirms the second part of (3.4.18). Similarly, for g:=Ek~:c~rl*~ ] a,,- 
S(Tj*)N S ( ~ *  1) we obtain, in view of (3.4.17), c k = (g, ~j'*k)L~r *1) = 0 since, by 
(3.4.6), S(~j_I)=S(O~j_ ,) and by (3.4.16) ((d/dx)w 
= - U + ~ ( g  , e , ,~ ~)c=(t0 ,D =0.  Here we have used that ~ *  c'H~([~,l]) and 
that S(~_~).1_ S(T~) in the last step. This proves (3.4.18) and completes the 
proof. [] 

Thus, in addition to the bases q~j, ~j, defined according to (3.3.16), we can now 
define the modified bases as follows 

~ f ~  := ~ | "" |  ~ *  | "-'| ,..,~, (3.4.25) 

and likewise 

qb~,5 ) = ~,0 | "'" | ~j,oe* | ... | ~ ,o ,  (3.4.26) 

where w* and ~.* are understood to occur at position v for v = l  . . . . .  n. ~-'j j,0 
Corresponding wavelet bases are now obtained in a canonical fashion as 

~j(v):= U ~(~)e,J ' ~j(v):= e ~(U.)e,j, (3.4.27) 
e~E* e~E* 

where for 

~e j :~  v~ 

and analogously 7? *. ~ *. ev, J, ~ev, j ,  e~,j, 

,.~, if e~ = 0, 

Tj, if e~ = 1, 

as well as 
a/~ (~.) e~,j e,j := T e l , j @  " " ~  ~ '~ '* '~  " " ~  ~[~en, j '  

e,J 1,J e~,I . , j" 

(3.4.28) 

(3.4.29) 
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Corollary 3.8. In view of  (3.4.19), one has 

S ( 3 ~ . ( ~ ) = S ( ~ )  (3.4.30) 

and by (3.4.4), 

S ( ~ ( ~ )  c H0~ ([0, 1]"). (3.4.31) 

By our assumptions on the univariate generators ~, ~, it is clear that the above 
construction produces for every v = 1, . . . ,  n bases @("~ which are biorthogonal 
to the q~(~. Although the regularity of the r "~ is now lower than that of the @; 
it still will be seen to suffice (see (3.3.1)) to give rise to stable multiscale bases m 
the sense of Section 2. In fact, we will show that these wavelet bases form Riesz 
bases for certain scales of Sobolev spaces. According to the results in Section 2, 
the main prerequisites can be formulated as follows. 

Proposition 3.9. Under the above assumptions there exists some y > 0 such that for 
any s < 7 

I[vj[IHs(a) < 2tsllvyllr2(a), v t E Sj, (3.4.32) 

where S t is any of  the spaces S(q~t), S(~j), S(~-(~)), S(~,(~o)), u= 1, . . . ,  n. In 
particular, y = t > 1 (see (3.3.1)) for Sj = S(q~t), S(@t), S ( ~ J ) .  Moreover, one has 

inf [[O--Ojl[L2(O>~2-JsI[UI[HS(O), v ~ H * ,  s < d ,  (3.4.33) 
vj~sj 

where S; = S(q)j), S (~  t) and H" = H~(g2), or S t = S(q~j) ~ := S(4)t) f'l L~(I2) and 
H" = H~(D)A  Leo(D), or S t = S ( ~  ~) and H ~ = H' (g2)A H~(O), v = 1, . . . ,  n. 

Proof: Since the claims are quite in keeping with what one expects under the 
given circumstances we will only indicate the main steps here and refer to [17] 
for a detailed proof of the above statements. As for the inverse estimate (3.4.32), 
it is shown in [15] with the aid of Fourier transforms that e.g. 

112t"/z~b(2J. -k)Ils,(~-> _< 2 ~t. 

Using [Ig[lH~(a) = inff, flo=g[lf[lm(~") this, in turn leads to 

]12 J"/2~b(Zt �9 - k)lira(a> _< 2 ~t. 

Then the same arguments as used in [15] can be employed to show that 

oJd(vi,t)L,_Cm <<.(min{1, t2i})*llvfllc=(a), v j ~ S  t, 

where wd(- , t)L~(a ) denotes the dth order L2-modulus of continuity (see (2.16)). 
As pointed out in Section 2, an inequality of this latter ~ p e  is equivalent to 
(3.4.32) (see [141). 

The essence of the proof of the direct estimate is that polynomials of degree 
d -  1 are contained in the spaces Sj under consideration and that biorthogonal 
bases consisting of compactly supported functions are available. One should 
keep in mind that, by Lemma 3.1 and Remark 3.2, exactness and regularity of 
the spaces S(q3} ~) are at least as high as that of S(43j). In fact, denoting by Qj 
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projectors of the form (2.14), and setting Hi, k := 2-J(k + [0, 1]~), k ~ 7/", this 
fact can be used to show that for v ~Ha(S2) 

Hv - ajvllf=(Dj,k) <~ inf IIv - PIIL=<+,~) ~< 2-Jal[v[l~(aj,~), 
P~Yld-1 

where gI a_ 1 denotes the space of all polynomials of degree at most d - 1 and 
Aj, k is a slightly larger domain than n j, k whose diameter still remains propor- 
tional to 2 -j. Summing over the above estimates and using interpolation leads to 
(3.4.33). As for the direct estimate in (3.4.33) relative to Sj = S(~j*o), one has to 
make also use of Remark 3.4. So it remains to comment on the case S(qSj) ~ = 
S(~j)f'l L2o(g2). To this end, let 

and define 

Pjq :=  Y~, (q,(bj, k)L2(a)4,k, P _ I : = 0 ,  (3.4.34) 
kEI i 

PTq := PJq -IJ21-1 fo(PJq)(x)  dx, (3.4.35) 

where, of course, in the present situation 1OI = 1. Observe that for v ~ L2o(J2) 

- vjllL2(m <_ IIPj~ - VlIL2(m _< IIPjv - v l lL2(m + fa(P~v)(x) inf IIv dx 
vj~S(+j) ~ 

< I I ~ v  - vllL~a) + f l (~v)(x)  - v(x)l dx 

__. IIPjv - vllL2<,~) _< inf {l le jv  - v / [L~(m + Ilvj - vllL2<~)} 
v i ~ s(++) 

< inf IIv - vfllL=<m, (3.4.36) 
ujeS(~j) 

since the Pj are uniformly bounded projectors. Now we can invoke the direct 
estimate (3.4.33) fo r the space S j  : S(l~)j) to complete the proof. [] 

Now define the spaces 

= s ( C 0 ) )  • . . -  • 

We will state next direct and inverse estimates for the spaces Mj, Pt~ which in 
turn will lead to norm equivalences of the type (2.19), (2.22). Due to the 
biorthogonality and refinability of the bases q~(~), ~ ) ,  for each v ~ {0,.. . ,  n} 
the mappings 

Q}')v := E (v, ~r162 ) (3.4.38) 
keI] 

are projectors and satisfy (2.10) where q5 (~ := ~b (see Remark 2.4). Thus, in 
particular, Proposition 2.5 applies which combined with the inverse and direct 
estimates in Proposition 3.9 yields the following estimates for the spaces Mj and 
xj. 



A Wavelet Galerkin Method for the Stokes Equations 283 

Corollary 3.10. Under the above assumptions one has for - t < s' < s < t the inverse 
inequalities 

and 

[l~llu:(m: ~ 2(:-+)+ll~l[H+r ", 

Ilqjlb+:(m _< 2(:-+>/llq+llH+<m, 

Furthermore, the direct inequalities 

in f  I1~'- ~ll.+(m" -< 2('+-s>/[l~'[l~'(m'~, 

hold where 

__> 

qj ~Mj .  

n w ( 1 2 ) )  ~ , 

0 <s'  <s  <d ,  s' < t, 

inf IIq - qjllr~+(~) ~< 2(+-~)qlqll~F(o), q ~ H~( 12)~ 
qjEMj 

Finally, the projectors Q}~), ~ = 1 . . . . .  n, are uniformly bounded in H 1 (see [14,15]). 

Let 
o o  

j = l  

and define qt(~), ~ ,  ~(~) in an analogous fashion. The main consequence of the 
above facts can be formulated now as follows. 

Theorem 3.11. Suppose that ~, ~, satisfy (3.3.1). Then the pairs ~ ,  ~ and ~(~), 
(~), v = 1, . . . ,  n, form biorthogonal Riesz bases for L2(12). Moreover, the spaces 

My, Xj defined in (3.4.37) fulfill the LBB condition (1.8) uniformly in j. 

Proof." The Riesz basis properties are consequences of Theorem 2.3 and Proposi- 
tion 3.9. The rest of the argument follows now exactly thereasoning for the case 
12 = R ~. In fact, define the projectors Qj from X onto Xy by 

(++) Qjv :=Q}~)v~= 
v 

so that for any b ~ ~ 2~ 

[ v ~(~)'~ .7.(~) k v''q~J,k)L2(~Q)~P'J, k' V= 1, . . . ,n ,  
keIj 

c o  

v,  Wj,k ]LZ(O)Wj, k 
j = m + l  k ~  j = m + l  

where ~ := Yy • X Jy. Obviously, ~j ~ S(~  (1)) X ' "  • S(~j(")). We readily ob- 
ta~  from (3.4.30) that div ~j belongs to the complement S(~j) of S(~j_ 1) in 
S(~j).  But by biorthogonality, we have 

s( )is( j t) 
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which means here that 

(d i v~ j ,Vm)L2(a )=b(~ j ,Vm)=O,  v m ~ S ( ~ m ) = M m ,  j > m .  (3.4.39) 

The assertion follows now from Proposition 1.1 since, by Corollary 3.10, the 
projectors ~ are bounded in HI(~2)L [] 

In order to obtain a conforming discretization of the pressure, the correspond- 
ing trial space should be in L20(/~), i.e., instead of working with M r one should 
u s e  

Since Mj ~ c Mj so that still S (~)  • MT_ , it is clear that the spaces Mj ~ , J~ also 
satisfy the LBB condition. 

The perhaps simplest way to fulfill this constraint is to add an equation of the 
form 

�9 ...,W &,kqk = 0 

for the pressure coefficients qk, k ~I j  =Kj  • --" • where gi, k := fac~j,k (x)dx" 
Due to the scale-invariant structure of the spaces the quantities gj, g can be 
easily retrieved from the values 

= fa4~o,k(x) ~ ,  k ~Io, go,~ 

which can be efficiently computed with the aid of the techniques developed in 
[18] (see [23] for the available software and its documentation). Moreover, if the 
pressure coefficients are given in terms of the multiscale representation the 
additional equation involves only the quantities go, k, k E I0, since the integrals 
of the wavelets vanish. Hence, in particular, the projection (3.4.35) can be 
executed efficiently by transforming q ~ Mj first into the wavelet representation 
q = ~ i = O ~ k ~ d l ,  k~pI, k and subtracting then ~k~I0 do, kgo, k" For a detailed 
description see [29]. 

Remark 3.12. So far we have assumed that ~ has at least the same degree of 
exactness as ~ and the above construction preserves this degree of exactness for 
both the spaces S ( ~ )  and S(~.)  adapted to f2. We emphasize, however, that 
fixing ~ and thereby a possibly low degree of exactness for the pressure 
discretization, one could, in principle choose ~ to be exact of arbitrarily high 
degree d -  1 >_ d - 1, see [11] and Section 5 below for examples. This gives rise 
to a whole family of trial spaces for the velocities with respective higher degree 
of exactness. To ensure that the corresponding higher degree of accuracy shows 
its effect not only in the interior of 12 but also near the boundary, one has to 
modify the definition of the functions 6L k, 6.R k somewhat. We dispense here 
with the precise technicalities and refer to [17]' for the details. 
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3.5 Preconditioning 

As pointed out in Section 2 (see also [14,15] for details), the direct and inverse 
estimates in Proposition 3.9 and Corollary 3.10 entail a wider range of norm 
equivalences than just the L2-Riesz basis property. This will play a crucial role 
for preconditioning the linear systems (1.12) arising from Galerkin discretiza- 
tions based on the above trial spaces. Moreover, defining as above 

Q f : =  (Q}l)vl . . . . .  ~J O('),,~,, )'~ r , (3.5.1) 

the results in Section 2 combined with Proposition 3.9 ensure that the mapping 

A,b':= ( A 0) | ""|  Ai~)) b ~, (3.5.2) 

where 
c o  

A(~ ~):= E 2#(Q}~)- Q}~-)I), 
]=0 

satisfies 

II A/lira'(m- ~ IlJlI/~+~(m", 

Similarly, with Pj defined in (3.4.34), 

s + s' ~ ( - t  + l , t ) .  (3.5.3) 

Os:= E 2 # ( P j - P j - 1 )  (3.5.4) 
j=0 

satisfies 

IIOsq[lw'(m ~ [Iqll~s+~w) for s + s' ~ ( - t ,  t) .  (3.5.5) 

As a consequence, one has because of t > 1 

IIPjqllH-l<m ~ IIO 1PjqlIL2w) = IlPjO lqllL2(m 

_< IlO-aqllL2(m -[IqllH-l(m. (3.5.6) 

In fact, the Pj are uniformly bounded on HS(12), s ~ ( - t , t )  [14]. 

As for the relevance of the relations (3.5.3) and (3.5.5) for preconditioning, note 
that, since 

one obtains for ~j = AI~, in view of (3.5.3), 

I]~jllL:(a)~ ~ Ilvjllw(m. ~ liajvjllH-~(~). ~ l] A_ xAjvjllr:(m. 

~ II A*_ 1Aj A_ I~j][L~(O)-. (3.5.7) 

Expanding ~ in multiscale form and using the fact that the wavelets form a 
Riesz basis (3.5.7) is, on account of (2.6), easily seen to be equivalent to saying 
that 

cond2(D_ 1A~,iD_ 1) = C (1) , j ~ ,  (3.5.8) 
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where A~, is the stiffness matrix relative to the wavelet basis and D_ 1 is a 
. J . . . . .  

diagonal matrtx with diagonal entries 2 -z correspondmg to the level l. 

Remark 3.13. Since the matrices A, e. are usually not as sparse as the stiffness 
. . J . . 

matrices A~. relatwe to the fine scale basis funchons one would rather compute 
1 . . . .  

and store the latter ones. Thus, given the sparse stiffness matrtx relatwe to the 
fine scale bases 45S~) , a change of bases realized by transformations of the form 
(2.2) followed by a symmetric diagonal scaling is a suitable preconditioner. By 
Remark 2.1, each application can be carried out in ~f (dim Xj) operations, see 
also the comments below at the end of Section 4. 

While the verification of the LBB condition made only use of the relations 
(3.4.15), (3.4.16) between the different wavelets, the above preconditioning 
strategy requires their explicit representation of the form (2.4) to form the 
corresponding multiscale transformations (2.5). Alternatively, the operators Aj 
could be preconditioned with the aid of a BPX scheme [5]. We have mentioned 
the former possibility here since an analogous scheme will be seen in the next 
section to work also for the Schur complement in the time dependent case. 

The development so far offers a systematic way of constructing stable discretiza- 
tions for the stationary Stokes problem for any spatial dimension. The remaining 
part of the paper is devoted to pointing out several additional advantageous 
features of this concept. The first one is concerned with preconditioning the 
systems arising from the time dependent case. The second one is the fact that 
the use of shift-variant refinable functions offers very efficient ways of comput- 
ing right hand sides and the entries of the stiffness matrices in a unified fashion 
which is again essentially independent of the spatial dimension [18]. 

4. The Time Dependent Case 

The above construction produces pairs of trial spaces Mj, )~  satisfying the LBB 
condition uniformly in j. Thus the discrete problems (1.12) are uniquely solv- 
able. Various strategies for iteratively solving saddle point problems of this type 
efficiently have recently been discussed in [4]. 

The upshot of the discussion there is that (1.12) can be solved iteratively with 
asymptotically optimal complexity (i.e., each iteration reduces the error by a 
factor which is bounded away from one independently of the meshsize), pro- 
vided that the corresponding trial spaces satisfy the LBB condition uniformly 
and that good preconditioners for the blocks A i and for the Schur complements 
Kj = BjAf~B~ are available. As for Aj this is known to be the case. One may 
either employ a BPX strategy [5,16, 26, 31] or a change of bases as suggested by 
(3.5.7) and (3.5.8) (see the remarks at the end of the previous section). More- 
over, in the stationary case (1.3) (and v not too small) the Schur complements 
Kj turn out to be already well conditioned [4]. 
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However, this is no longer 

of (1.1) (see [4]). Here, the 
by 

where 
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the case when dealing with fully discretized versions 

Bj are defined as in (1.11) while now A,d is defined 

(A j~j ~) = ar(~j ~.) (4.2) 

and r = v At is related to the time step At and the Reynolds number. The 
condition number of the Schur complement increases with decreasing r. So 
adhering to the discussion in [4], we will concentrate on the issue of precondi- 
tioning the corresponding Schur complements for the rest of this section. 

The preconditioner proposed in [4] is based on approximately solving Neumann 
problems with respect to the Dirichlet form 

D ( v, w) := (grad v, grad w) L2(52) 

to produce a proper shift in the Sobolev scale. Its efficient realization seems to 
hinge, however, on the particular domain in an essential way. Here we propose a 
different approach which works whenever a suitable multiscale basis is available. 
It is again suggested by the remarks at the end of Section 3.5. 

In the following let us denote by K "- B A-1 B* the Schur complement for a - - r , j ' - -  j - - r , j  j 
fully implicit discretization in the time dependent case. 

Theorem 4.1. For r> 2 -2J let @s,j := OsPj =PjO~ and 

C,,j := ~'I+ 0 1 , i 0 " 1 ,  ]. (4.3) 

Then for any q ~ Mj one has 

(K,, jq,  q ) u(n) ~ ( q, C~,l q ) LRn), (4.4) 

i.e., C,,j gives rise to uniformly bounded condition numbers. 

Proof" Let N i be defined by 

D(uj ,  qs) = (Nf-lu] ' q]>" 

It is well-known that D(-,-) is Hl(g2)~ so that 
2 

<Nj-tuj,uj> ~ llujllH'(m, uj ~Mj. (4.5) 

On the other hand, by (3.5.5), 

[[@12~(a) ~ II01,jusll2~ca> = ( 01,juj, 01,yuj)L2(a) 

= (o ,jo ,juj, uj)L2(  ), 
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which shows, in view of (4.5), that Nj. -1 and O~,jOl, j are spectrally equivalent. 
Thus Nj and O_l, jO*ld are spectrally equivalent. Since g2 is a convex polyhe- 
dral domain and since (3.5.6), Theorem 3.11 and Corollary 3.10 confirm that the 
assumptions made in [4] are satisfied here, the result in [4] ensures that rI  + Nj 
is a preconditioner for which the above assertion holds. The claim follows now 
from the above spectral equivalence. [] 

The case r_< 2 -2j can also be treated as in [4]. 

We conclude this section with a few comments on the application of C~,:. It 
suffices to discuss the term O IjO*~j. By (2.19) and (3.5.5), one has 

J 
p .  2 

~ qllL~(m (O_ljO*_l,jq, q)Lz(a)~l[qll~,-~(a) ~ 2-2zl[(Pz* - Z-l) 
/=0 

] 
p* = ~ 2 - 2 t ( ( P t - P f - 1 ) ( P [  ~ - t-1)q,q)z?(m 

/=0  

J 

where 

= E 2-21((~tqt, q t) 
/=0  

G / =  ((~l,k', ~,k)ZS(a))k, k~4' (ql)k = (q '  ffZ,k)/5(a)' 

and ( ' , ' )  denotes the standard Euklidean inner product. By the stability of the 
bases {~l,k'}k'~:, one has 

(~tq,,ql) ~ (q,,qt), 

so that the operator 

J 
Rjq = E 2-2t E (q,  ~l,~)L2(a)~Pt, k 

l=0  k ~ J  t 

is spectrally equivalent to O_a,jO*_1, j. 

One can realize O_1,jO' i ,  j in a slightly different way. Note that for any 
selfadjoint operator L on Mj. and any q ~ Mj 

O_i,jO*l,jLq = O_ ~,jO* 1,jLO_ l,j(Ol,jq). 

Expanding q in terms of the multiscale basis {tpl, k ) l < i , ~ :  ' and denoting the 
coefficients by ~ = ((q, ~t,~)r2(a) : k ~Jl ,  l = 0 . . . .  , j) ,  the term O*~,yLO 1, j sim- 
ply involves a symmetric diagonal scaling applied to the matrix representation 
L,ej of L relative to the multiscale basis (see Remark 3.13). Of course, the 
stiffness matrix L% is not as sparse as the stiffness matrix L~j relative to the 
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fine scale basis. But it is not necessary to store L%. In fact, since 

L~ = Tj* LCjTj 

where Tj denotes the corresponding multiscale transformation defined in (2.5), 
the application of Tj and T 7 requires, in view of Remark 2.1, only ~' (dim S(q~j)) 
operations. 

5. Construction of  Trial Functions 

It remains now to identify concrete examples of trial functions to which the 
recipe proposed in Section 3.4 applies. Thus, we have to find a dual pair ~, 
satisfying (3.3.1) and (3.3.2) for some t > 1 and d, d> 2, say (where a smaller d 
would suffice for the stationary case). We focus here on the perhaps simplest 
approach based on the concrete biorthogonal wavelets constructed in [11]. We 
confine the discussion to the generators for the shift-invariant setting since the 
adaptation to the boundaries of 12 follows the lines in Section 3.3. 

In the following, let Nm denote the shifted cardinal B-spline of order m c N 
with knots at the integers. It may be defined as the ruth order divided difference 

rn-1 

  x) =mI0,X . . . . .  

of the truncated power function or alternatively as the ruth order convolution 
product of the characteristic function Nl(x):= XE0,1)(x) shifted by Lm/2J. For 
various properties of B-splines and their practical evaluation one may consult 
any text book on spline functions such as [2]. In particular, Arm satisfies the 
refinement relation 

(T l) Nm(x ) = ~ 2 ~-m N m ( 2 x - k ) .  
k ~  k +  

(5.1) 

For any m ~ N a family of dual generators A?m, ~ for m + rh even is constructed 
in [11] which realizes regularity and accuracy of arbitrary high order controlled 
by the parameter rh ~ N. Let us denote in the following by mak, m,,~gtk the 
refinement coefficients of N m and Nm,~, respectively. In view of (5.1), we have, 
in particular, 

ma(Z) = 21-mz-tm/2J(1 +Z) m, (T J) mak = 21-m 
k +  (5.2) 

We recall from [11] that the corresponding biorthogonal wavelets are then given 
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by 

m,fft~t(X) = 2 (--1)km,m51-kNm(2X--k), 
keY_ 

m,ff~(x) = E (--1)kmal-k  N m , , n ( 2 x - k )  �9 
k~Z 

It can be shown that 

diam(supP(m,,h 0 ) )  = diam(supP(m,~ ~) )  = m + r h -  1. 

(5.3) 

The following concrete realizations of trial spaces are based on choosing the 
univariate refinable function ~ in Section 3.3 as the B-spline N m. For the sake 
of simplicity we will point this out only for the case of two spatial variables 
n = 2. As shown in Section 3, the higher dimensional case can be handled in 
exactly the same manner. In order to generate the velocity spaces by scaling 
functions with possibly small supports relative to their regularity we let, accord- 
hag to (3.2.6), 

:= Nm | Nm. (5.4) 

Thus, setting for any rh such that m + rh is even 

:= Nm,rh | Nm, rh, ( 5 . 5 )  

~b, ~ form by our previous remarks a dual pair. Defining N* as in Lemma 3.1, 
one readily concludes from (5.2) and (3.2.4) that 

N* = Nm_ 1 (5.6) 

and 

JVm~ rh = JVm _ 1, rh + 1 . ( 5 . 7 )  

This yields the following facts. 

Proposition 5.1. For c~ and ~ defined by (5.4) and (5.5), respectively, one has 

~,b<l) = Nm+ l | Nm 

4 <2> --- Nm + Arm +1. (5.8) 

The corresponding wavelets are 

~;17i) =Nm+i | t~(1,))=m+ 1 , ~ -  1if/| I~, 

~((~)o) = m + l , ~ - l ~ |  . 

A few comments on the choice of m, rh are in order. By (5.8), m = 2 is the 
smallest possible order suggested by the above construction principle. The 
pressure spaces are then spanned by piecewise multilinear functions. Since in 
this case m = d > 1 and 4 ~ H t ( [ ~ 2 )  for some t > 1, the previously discussed 
preconditioner for the Schur complement in the time dependent case applies. 
To ensure that the stability relations (2.19) hold for a sufficiently large range 



A Wavelet Galerkin Method for the Stokes Equations 291 

also for the velocity spaces, it suffices to choose rh so that N2, ra E H I + e ( R )  for 
some e > 0. It is known that N3, N3,3 form a dual pair of compactly supported 
refmable functions in L2(N) (see [11], p. 548). This implies that N3, 3 c H ' ( R )  for 
some e > 0 ,  see [9,30]. By (5.7) and (3.2.3), /V2,4 is in H>'(N), so that here 
rh = 4 is sufficient. 

Figure 1 exhibits the graph of N 2, /~2,4 and the corresponding biorthogonal 
wavelets 2, 4 ~, 2,4 ~- The bivariate wavelets corresponding to 4~ = N2 | N2 are 

~(0,1) = g 2  @2,4 I~, ~(1,0) = 2 , 4 ~ @  g 2 ,  ~(1,1) =2,4~P | o (5 .9 )  

displayed in Fig. 2. 

Figure 1. Generators and biorthogonal wavelets according to the dual pair r = N 2 and q~ = A~2, 4 

Figure 2. Bivariate biorthogonal wavelets generated by N a | N 2 

The graphs of the dual pairs N f ,  "* N~, 4 and the corresponding biorthogonal 
wavelets a,o) ,7,0) E* 2, 4 ~'e , 2,4 ~'e , e ~ , are shown in Fig. 3. 

Finally the functions in Proposition 5.1 for m = 2, rh = 4 are displayed in Fig. 4. 

The functions spanning the velocity spaces and the corresponding wavelets in 
the case m = 2, r~ = 4 are given by 

0 ] '  ~2 = (q~0(2) ) ' (5.10) 
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l 
Figure 3. Generators and biorthogonal wavelets according to the dual pair q~ = N~ and ~ = I0~, 4 

and 

0 

(0)(0) 
s(2  : 't'(1,0) 2,4 , 

(, ~,(i) 't'(1,O) 
0 2 =  0 = 

0 4 =  ,~(2) = 
w(o, :) / 

) 

0) 
2,41~ | 

where we have used superscripts to index vector-valued quantities. 

(5.11) 

6. Computation of Stiffness Matrices and Numerical Examples 

The computation of stiffness matrices and right hand sides often takes signifi- 
cantly more computational effort in classical finite element settings than the 
actual solution process. One principal advantage of employing ingredients of 
shift-invariant spaces is the fact that the usual quadrature techniques can be 
replaced by a completely different way of computing the relevant inner products. 
As shown in [18] the (up to round off exact) computation of integrals of products 
of arbitrarily many refmable functions or their derivatives can be reduced to 
solving an eigenvector-moment problem whose size depends only on the support 
of the involved refinable functions (3.1.1) but not on the discretization level, and 
which has to be solved only once. The fact that more than two factors are 
admitted allows one to treat right hand sides and non constant coefficients in a 
unified essentially dimension independent fashion for any desired degree of 
accuracy. Polynomial nonlinearities could be handled even exactly. We will 
exemplify this here for the above choice of refinable functions. An implementa- 
tion of these methods is documented in [23]. To keep things simple we comment 
only on entries involving basis functions relative to interior indices since the 
basis functions adapted to the boundary are linear combinations of those latter 
ones where the coefficients are independent of the refinement level j. 

As mentioned before only the stiffness matrices relative to the functions 
- - ~ .  . - - - > ,  . 

4' j ,k  = 2:q~'( 2J" - k) ,  i = 1, 2, k ~ 77 2, 
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1- 

1 "i 0.5 - 
o- 

~ I 
-o,s - 

~-s 4 -l.s. 
3 3 

2 

Generator ~(z) 

~ 3 

Wavelet j,0) ~(o,1) 

1 o,s 

o s 

o. I o.4 ~ 
-o~ 

"~ I -0.4 
-o.e 

" - 0 .  

3 2 1  0 -1 o I 2 3 2 1 I 2 3 

o7,0) Wavelet ~0) Wavelet ~0,o) (1,1) 

~ I ~ 

~ .s  - I .  

4 3 2 1  2 3 4 ~ 3  

- 0 ' 

~ Generator ~(2) Wavelet w(o,1) 

-1 

o o 

"7'(2) Wavelet 9(1,1) Wavelet 9(1,o) ~ 

Figure 4. Modified functions according to Proposition 5.1 
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need to be computed, where the f i ,  i = 1, 2, are defined in (5.10) and j denotes 
the highest refinement level. Specifically, one has to determine quantities of the 

--'~ --" b( 49j, k, 49j, k'), i.e. form a(49j, k, 49j,~k'), -~ 

) "- ~ , . ' =  . ( 6 . 1 )  , v , k ,k  , k ,  49j, k' 

First note that, by (5.10), 

A~,~,k,k, = 0 if v ~ ; , .  (6.2) 

The other entries are easily seen to be 

, ( ) oy 

which can efficiently be computed due to the above remarks. Using (3.2.11) and 
biorthogonality provides 

B],k, ~, = div 49j,~k, 49j, k' L2(N2)= 49f,~, 49j, k' LZ(N 2) 

= 2 - J (A .6 (  " -  k ) ,  4 9 ( ' -  k'))LO.(R2 ) = 2-J( f~k_e~k , - -  ak,k, ) �9 

Hence the matrices Aj and Bj have the following structure 

where the blocks are given by 

A j A { = (  i,i,k,k')k,g' 

B i =  1 ' 

J , and B] = (Bi,k, k )<~,. 

(6.4) 

Let us conclude this paper with some preliminary numerical experiments using 
those functions constructed in Section 3.4 and Section 5. As a first step we treat 
the Driven Cavity Stokes Problem in two and three space dimensions, which 
describes the flow of a viscous, incompressible fluid over a box. To be specific, 
we consider the system 

- A f t +  gradp  = f  in g2, 

div fi' = 0 in g2, 

u = g  on F ,  

for ~ = [0, 1] n, n = 2, 3, and the particular data exhibited in Fig. 5. 

(6.5) 

As for the right hand side of the linear system, one can approximate each 
component f~ by a linear combination of some appropriately scaled refinable 
functions of the form Ek ~ i i ck 5, ~" A convenient choice is ( =  N m for some 
m ~ N so that highly accurate local quasi-interpolant schemes can be employed 
to determine the coefficients c k (see [2]). It remains then to evaluate again inner 
products of the form ((j,k, (a:(,~k)')L2(a) by the techniques in [18,23]. 
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~= 

(o,1) 

o i n . ,  ~= (oo) 
(o) o n 0 a \ { x ~ = l } ,  

(lo) ou o a  n ~ o  = 1}. ~o,o, 

J :  (~o),11, 

ft  = [0,1] 2 f f = ( o )  

e =  (o),1 ~ , 

F i g u r e  5. Particular data for the Driven Cavity Problem 

To solve the weak problem (1.7) we employ stable pairs of trial spaces for 
several different generators displayed in Section 5. In this first implementation 
we treat the boundary conditions by homogenization. To retain the efficiency of 
computing inner products we represent the homogenizing function also as a 
linear combination of refinable functions (see [28]). 

Table 1. Abbreviations used in the  subsequent  tables 

U 
P 
Unkn.  
Tol. 
CPU 

Iteration steps of  the  Uzawa algorithm 
Total  number  of  iteration steps for the peg-iteration in the Uzawa algorithm 
Total number  of unknowns 
Tolerance 
CPU time i n  s e c o n d s  

N~<~ N2 u/O'Ip 0.01 I1 6.001 0.0001 0,00001 0,0O0001 
Unkn./Tol.  u I P I b U ]  P ut  P uI P UI PI CPU 

21 2 3 3 4 3 4 3 4 3 4 3 4 0207 
133 2 40 5 77 6 89 9 119 12 144 13 151 0.504 
645 1 38 3 71 7 132 11 182 17 234 20 253 3.406 

2821 1 44 1 44 4 92 9 161 14 208 20 244 16.366 
11781 1 49 1 49 2 63 5 102 10 153 16 189 63.894 
48133 1 51 1 51 1 51 1 51 6 95 12 126 534.326 

194565 1 51 1 51 1 51 1 51 1 51 7 76 646.017 

T 
O 
t 
a 

1 
P 
C 
g 

S 
t 
e 
P 
S 

'50 -~ *- - 

!25 -J ,~; . . . . . .  " 
)00 -~ / /  \ \ ' j / , '  \ -.~ 

\ "%', 
25 ~ ~,'./ / ~ .  \ " . .  ~*. 

',, \ ,2-. 

21 133 645 2821 11781 48133 194565 

N u m b e r  of unknowns  

_ - , _  0.000001 

___~,___ 0.00001 

�9 0 . 0001  

- -  e -  - 0.001 

---~e-- 0.01 

- - - x - -  0.i 

Figure 6. Number  of iterations for q~ = N 2 | N 2 
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o.o o,;~ o.# o,e o.~ 1.o 

Level 6 
Figure 7. Velocity for ~ = N2 | N2 

Level 7 

~ a ~  o ~  o s  e n  1 o  

Level 5 

o.o o2 oA o6 ~ I.o 

Level 6 
Figure 8. Pressure for ~b ~ Nz, 4 | N2, 4 

0.0  O ~  0 ,4  0 .8  O ~  I 0  

Level 7 

More extensive numerical tests for the time dependent problem will be reported 
in a forthcoming paper. 

The saddle point problem (1.12) is solved here by the classicial Uzawa algorithm 
using conjugate directions (see e.g. [3]). We view this also as a preliminary step 
to employ next the alternatives described in [4]. The linear systems arising in the 
Uzawa iteration are treated by means of a BPX-type preconditioned cg-method 
[5] whose realization for the present situation is described in [22, 28]. 

Our experiments cover the following choices of generators: 

a) ~-~g 2 ~N2, ~ =/~,4 ~JV~,4 (se~ Section 5), 
b) r | r | 

A 3D Example 

The construction of the trial spaces as well as the implementation of the 
algorithm is not restricted to any particular spatial dimension. In the following 
we document some results in 3D. 
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P : i O l  OOOl  oo00,  0ooo0, 0ooooo, 
Unkn . /To l .  U I P U I P U[ P U I P I CPII 

96 3 64 7 129 11 184 15 232 17 2 5 2  19 270 0.252 
560 1 52 7 208 14 369 22 522 29 623 40 748 5.393 

2640 i 52 i s2 u 297 22 527 3~ n o  ~7 862 ~8.69~ 
, , ~ o s  ~ ~8 ~ ~8 ~ 48 ~ 30~ ~7 so2 ~0 6~6 ~80.762 
~ 7 6  ~ ~6 ~ ~6 ~ ~6 ~ ~6 ~6 250 30 37s sog.~Ts 

T 
O 

L 
a~ 

1 
P 
C 
g 

S 

e 

P 
S 

/ \ 
/ 

I \ 

f f  \ 

/ I " ,  \ 

, / / ' - - - - ~  "4 " / / /  \ ,, \ 
/ / /  X ",, \ / ,,. 

, i /  ~-_ \ ,, \ 
I / /  / ~ ~ X ', \ 

" I I I I I 

96 560 2640 11408 47376 193040 

Number  of unknowns 

_ _ , _  0.000001 

---A---0.00001 

�9 .. 0.0001 

- -  o -  _ 0 . 0 0 1  

_ _  ....# _ _  0 . 0 1  

- - x - -  o . 1  

Figure 9. Number of iterations for ~ = N s | N 3 

oQ o.! e.~ e.6 a~ t.o oo De oA o.6 o~ 1.o 

Level 5 Level 6 Level 7 

Figure 10. Velocity for ~ = N 3 | N a 

Figure 13 shows some streamlines for the 3D case. The different grey scales at 
the top corners of the cavity show the peaks in the pressure. As expected, one 
observes large positive values in the top left corner and negative values of large 
magnitude in the opposite corner. For a detailed description and further 
illustrations the reader is referred to [29]. 

It should be mentioned that by far most of the pcg-iterations recorded above 
occur during the first or first two Uzawa steps. The number of iterations drops 
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' ~ 0a 0.A .O 0 0* ~4 1 

Level 5 

1"0 ~ "  ; 

9,0 0.2 D.4 0.6 0.g 1,9 

Level 6 

Figure 11. Pressure for 4) =/V3,a | A73.3 

on 

o.u 

0.4 

o.2 

o.%~ 0.2 0.4 o.e o.6 ~,o 

Level 7 

790 7 / ~ ~ . . . . . .  / 

711 ~ / /  / " ~  . . . . .  - - - T  

632 : . . .  / . . . . .  .... + 
~0 I" : / /  

Pc 395 4 /~/~/ff.~ -- -- -- -- " ' ' - -  I 

7 9 ~ ~ ' - - -  X_ _ _ 2 : ' _ ' : ' ~  
0T , , I 

81 1225 12825 116281 
Number of unknowns 

_ . . , _  0 . 0 0 0 0 0 1  

_ _ _ , & _ _  0 . 0 0 0 0 1  

�9 0 . 0 0 0 1  

_ ~,_ _ 0 . 0 0 1  

--4,-- 0.01 
- - x - -  - o .1  

Figure 12. Number of iterations for q~ = N 2 | N z | N 2 

then in all cases below ten. This indicates that a better choice of starting values 
will help reducing the computational work significantly. It seems reasonable to 
use approximations from lower levels as starting values which we have not done 
yet. Nevertheless, even at the present stage of a rather crude implementation 
one observes that the overall number of iterations remains uniformly bounded. 
Each iteration involves an amount of computational work and storage which is 
proportional to the number of unknowns (see Remark 3.13). This is reflected 
also by the recorded CPU times where, however, larger jumps on higher levels 
reflect the need for swapping data. 

So far we have been interested mostly in the quality of the discretizations and 
the basic preconditioning effects. Preliminary comparisons with e.g. the Taylor- 
Hood finite element seem to show that, for instance, the secondary vortices in 
the lower corners are resolved at a somewhat earlier stage by the present 
approach. 

Recent first experiences with a more systematic and sophisticated development 
of software tools tuned to the particular features e.g. of the multiscale transfor- 
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Z 

d " 

Figure 13. Streamlines in the 3D case. Grey scales show the amount of pressure 

Table 2. Number of iterations for ~ = N2 | N2 | N2 

Nz | N2 | N2 0.1 0.01 0.001 0.0001 0.00001 0.000001 
Unkn./Tol. U I P U P U I P U P U P U P CPU 

i i 

81 5 12 7 16 8 18 9 19 10 20 10 20 0.024 
1225 7 156 12 246 20 364 23 403 29 464 36 512 6.571 

12825 1 47 9 231 19 433 31 626 39 727 46 794 213.457 
116281 1 47 1 47 12 269 23 462 35 617 48 737 2299.035 

m a t i o n s  a n d  d a t a  s t r u c t u r e s  i n d i c a t e  a g r e a t  p o t e n t i a l  f o r  f u r t h e r  s p e e d  u p .  A 

d e t a i l e d  a c c o u n t  o f  t h e s e  o n g o i n g  i n v e s t i g a t i o n s  wil l  b e  g i v e n  e l s e w h e r e .  
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