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A note on F f e o n v e r g e n e e  

MURSALEEN 

1. Introduction 

Let m and e be the Banach spaces of bounded and convergent sequences x = {Xk} 
with the usual norm Ilxll~ = s u p  Ixkl, and let v be the space of sequences of bounded 

variation, i.e. 

v = (x:  llxll ~- Z I x ~ - x k - d  < ~  (x-1 = 0)}. 
k=0  

Suppose that B = (Bi) is a sequence of infinite complex matrices with B~= (b.~ (i)). 
Then xEm is said to be FB-convergent [5] to the value Lira Bx, if 

lira (B/x), = tim ~ b,p(Oxp = LimBx,  

uniformly for i=0 ,  1, 2 . . . . .  
The space F B of FB-convergent sequences depends on the fixed chosen sequence 

B=(Bi). In case B=Bo=(1) (unit matrix) the space Fn is same as c and for 
B =  B1 = (B} 1)) it is the same as the space f of  almost convergent sequences [2], where 

( I )_  (i) J~i --(bnp (i)) with 
1 

i <-p <= i+n,  
b g ) ( i )  = n + 1 ' 

0 otherwise. 

Let s be the space of all complex sequences and define 

k 
ek = {0,0 . . . .  ,0,~' ,0 . . . .  }, e =  {1,1,1,...}, 

d~, = {xcs:  Bx = ((B,x).) exis ts} ,  
and 

F B = {xE(dnOm): l im  t,(i, x) exists uniformly in i >= 0 and is independent o f  i}, 
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where 

(1.1) 

and 

{ i ~  b.p (i)xp 
t,(i, x) = 

bop(i)xp 

(n -> 1), 

(n = 0),  

otherwise. 

Let X and Y be two nonempty subsets of s. Let A =(a,k) (n, k=O, 1, 2, ...) 
be an infinite matrix of complex numbers. We write Ax=(A,(x)) if (Ax),= 

= ~ a,kXk converges for each n. If xEX=~AxC Y, we say that A is (2, Y)-matrix. 
k=0  

In [5], STIEGUTZ has characterized (e, Fn)-, (m, FB)-, and (f, FR)-matrices. These 
classes of matrices give directly the known characterizations in special cases of the 
matrix sequence B. In this paper, we characterize (v, FB)-matrices which will give 
directly the characterizations for (v, c)-, and (v,f)-matrices as choosing B=Bo 
and B=B1 respectively. 

By (1.1), we get 

t . ( , . A x )  = 

2. Main result 

Zo bop(i)Ap x, 

(n =~" 1). 

(n = 0), 

(2.1) = ~ g,k(i)Xk, say, 
p = 0  

where 

--Zo b,,p(i)apk (n > 1), 
g.k(i) 

(. = 0 )  

Theorem.  Let A=(a,k) be an infinite matrix and B=(Bi) be a sequence of 
infinite matrices with 

sup Z ]b,p(i)[ <0% for each i. 
O ~ n ~  p = O  

Then A is (v, Fn)-matrix, if  and only if 

(i) 
p, lr  = 
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Oi) there & a constant M such that for r, i=0 ,  1, 2, ... 

sup I~= g"k(i)l <- MI 

(iii) lirn g,k(i)=~k uniformly for n=0,  1, 2, . . . ,  and 
co 

(iv) lirn= ,~=og, k(i ) =~ uniformly for n=0,  1, 2, .... 

P r o o f .  N e c e s s i t y .  Condition (i) follows from the fact that A is (v, m)-matrix. 
Since ek, eCv, necessity of  (iii) and (iv) is obvious. 

Now, we can easily see that for fixed p and j 

J 

Z apkxk 
k=0  

is a continuous linear functional on v. We are given that, for all xCv it tends to a 
limit as j-~ oo (for fixed p) and hence by Banach--Steinhaus theorem [3], this limit, 
(Ax)p is also a continuous linear functional on v. 

Put for i_->0 
q~(x) = sup lt,(i, Ax)l, 

then q~ is a continuous seminorm on v, and {q~} is pointwise bounded on v. Therefore, 
by another application of  the Banach--Steinhaus theorem, there exists a constant M, 
such that 

(2.2) qi(x) _<- mIIxll. 

Apply (2.2) with x =  {xk} defined by 

10 (k=>r) , 
x~ = ( k  < r).  

Hence, (ii) must hold. 

S u f f i c i e n c y .  Suppose that conditions (i)--(iv) hold and that xCv. By virtue 
of  condition (i), it is clear that Ax is bounded. Now, by conditions (iv) and (i), it 
follows that 

k=O 

converges for all i, n. Hence if we write 

hnk(i) = ~ gn;(i), 
l = k  

then hnk(i ) exists, also for fixed i, n, we have 

(2.1) h.k(i ) ~ 0 
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as k ~ . o .  

(2.2) 

Now,  

(2.3) 

Since 

g . k ( i ) x k  = 
k = 0  

k - 1  

h.k (i) = h.o (i) - ~ g., (i). 
/ = 0  

h.k(i)--h.,k+l(i)lxk = Z h.k(i) (Xk--Xk-~) 
k=O k=O 

by (2.1) and boundedness  of  x k. Therefore ,  

~o g"k(i)Xk[ <= k=0Z[Xk--Xu-I[[h"k(i)[<--M[[x[t It,(i, Ax)l = Ik = 

(by condit ion (ii)) for  xEv. Also, 

(2.4) lim t,(i, Ax) = lim Z gnk(i)xk = ~ (Xk--Xk-1) lira hnk(i ). 
n ~ ~ 1 7 6  n ~ ~ 1 7 6  k=O k=O n~oo 

By (2.2) and  condit ions (iii) and (iv), we have 

k - - i  k--1 

(2.5) lim hng(i ) = lim h,o(i)-  Z lim g,t(i) = ~ -  ~ ~1. 
n~oo  n"*" ~176 / = 0  n ~  / = 0  

Therefore ,  (2.4) and (2.5) give 

l im t,(i, Ax) = x~-xk-x)(c~- c~) = c~ l i m x k +  XkC~k. 
n ~  k = 0  = k ~  k = 0  

Hence AxCFB for  xCv. 
This  completes  the proof .  

R e m a r k .  Fo r  B=Bo in the above  theorem,  we get the known character izat ion 

for  (v, c)-matrices due to HAHN [1], and in case B=B1, we have (v , f ) -mat r ices  due 

to  NANDA [4]. 
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3aMeTica 06 FB-CXO~HMOCTH 

MYPCAJIEH 

M. IllT~r~ml~ BBeJI HOI~THe FB-CXO2~HMOCTH, ~a~omee mapoKoe o6o6merme ir 
HOI:LqTBSI HOtITH CXO~HM0CTH, ~aaaoro F. F. JIopeai~ovL l I l rHr . rml~ noay,t•0I  n p a  3TOM Heo6xoRl~t- 

Mile a ~ocTaTO~m, Ie ycJIOBma ~ta xapaKxepn3alma (e, Fn)-- (m, FB)- a (f, FB)-MaTpHr4. B HaCTOa- 
meA pa6ore noayqena xaparrepasalma (v, FB)-Marpmt. 
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