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A note on F,-convergence
MURSALEEN

1. Introduction

Let m and ¢ be the Banach spaces of bounded and convergent sequences x= {x,}
with the usual norm |[x[[w=sgp |xl, and let v be the space of sequences of bounded
variation, i.e.

o={x: [x] = 3 —¥pal <= (r-1 = 0.

Suppose that B=(B;) is a sequence of infinite complex matrices with B;=(5,, ().
Then x€m is said to be Fg-convergent [5] to the value Lim Bx, if

lim (B,X), = lim > b,,(i)x, = Lim Bx,
n—roo n->co P=0

uniformly for i=0,1,2,....

The space Fyof Fg-convergent sequences depends on the fixed chosen sequence
B=(B)). In case B=B,~(I) (unit matrix) the space Fy is same as ¢ and for
B=B,=(BW) it is the same as the space f of almost convergent sequences [2], where
BO=(b® (i) with

b,(,lp’(i) I et i=p=i+tn,
0 otherwise.

Let s be the space of all complex sequences and define

k
e, = {0,0,...,0,1,0, ...}, e={1,1,1,..},

dy = {x¢s: Bx = ((B;x),) exists),
and

Fg = {x€(dyNm): nlirg t,(i, X) exists uniformly in i = 0 and is independent of i},
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where

> b%, (= 1),
(1.1 LGEGX) =1 .

2 bop()x, (n=0),
and =

i L if p=i
b =1

0 otherwise.

Let X and Y be two nonempty subsets of s. Let 4=(a,) (1, k=0,1,2,...)
be an infinite matrix of complex numbers. We write Ax=(4,(x)) if (4x),=

Z’ a,.x, converges for each n. If x€X=Ax¢Y, we say that 4 is (X, Y)-matrix.

In [5], StiEGLITZ has characterized (¢, Fp)-, (m, Fp)-, and (f, Fp)-matrices. These
classes of matrices give directly the known characterizations in special cases of the
matrix sequence B. In this paper, we characterize (v, Fp)-matrices which will give
directly the characterizations for (v, ¢)-, and (v,f)-matrices as choosing B=2B5,
and B=B, respectively.

2. Main result
By (1.1), we get

5 b, ()4,%, (1= 1),

t, (i, A%) = "Z,“
2 > b,,(DA4,x, (n=0),
2.1 , Z Zu(Dxe,  say,
p=
where
pé; bnp(i)apk (I’l = 1):
gnk(i) = oo

2 bop(Day  (n=0).

=

Theorem. Let A=(a,) be an infinite matrix and B=(B,) be a sequence of
infinite matrices with

<

sup 2 [b,, (Dl <eo, for each i.

=n<co p._

Then A is (v, Fp)-matrix, if and only if

0 sup| 3 @, <o,
»k I=k
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(ii) there is a constant M such that for r, i=0,1,2, ...

S}l'lp |kg gnk(l)l = M:
(iii) 3L11;l° gu()=0y uniformly for n=0,1,2,..., and
(v) lim S g.()=a wniformly for n=0,1,2, ....
B0 k=0

Proof. Necessity. Condition (i) follows from the fact that 4 is (v, m)-matrix.
Since e, e€v, necessity of (iii) and (iv) is obvious.
Now, we can easily see that for fixed p and j

M-

A pic Xy
= e

il
S

is a continuous linear functional on v. We are given that, for all x¢v it tends to a
limit as j—<= (for fixed p) and hence by Banach—Steinhaus theorem [3], this limit,
(4x), is also a continuous linear functional on v.
Put for i=0
qi(x) =Sl}zp ltn(i’ AX)I,

then ¢; is a continuous seminorm on v, and {g;} is pointwise bounded on v. Therefore,
by another application of the Banach—Steinhaus theorem, there exists a constant M,
such that

22 7:(x) = M|x].

Apply (2.2) with x={x,} defined by

{1 (k=n),
T = {o (k < 7).
Hence, (i) must hold.

Sufficiency. Suppose that conditions (i)—(iv) hold and that x€v. By virtue
of condition (i), it is clear that Ax is bounded. Now, by conditions (iv) and (i), it
follows that

Ms

8nk (l)

k=0

converges for all i, n. Hence if we write

hnk(i) = IZ’: gni(i)’
then A, (i) exists, also for fixed i, n, we have

2.1 Bu@)~0
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as k-, Since

@.2) i) = hna(i)—l":j: o)

Now,
(2.3 kg{: ga(Dx = k,_z(; [k (D — By, 11D = kz{; B () (e — Xie-1)
by (2.1) and boundedness of x,. Therefore,

£, (G, A%)| = lkZ(; gnk(i)xkl = kZO 1% — X1l 1B (D] = M [ x|

(by condition (ii)) for x€v. Also,

@Y  lmn64n=lm Zeudn = 3 (nxed im by,
By (2.2) and conditions (iii) and (iv), we have
5 lim by ) = Jim B0~ 3 fim gu() = a— 3 ol
Therefore, (2.4) and (2.5) give

'}irgo t,(i, Ax) = ké:; (e —x - — Zl %) = “kl.i.To xk—l-ké; X 0

Hence Ax€Fy for x€wv.
This completes the proof.

Remark. For B=B, in the above theorem, we get the known characterization
for (v, ¢)-matrices due to HAHN [1], and in case B=B;, we have (v, /)-matrices due
to NanDA [4].
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3amerka 06 Fp-CXOAMMOCTH
MYPCAJIEH

M. IHturimn BeeR moHsTHE Fp-CXODHMOCTH, AAFOLICE MEPOKOe OGOOMICHME KITACCHYECKOTO
NORSTHS IMOYTH cxogumMocTtd, napuoro I'. I, JlopennoM. JUTHIIAL DOIyYHII IpA 3TOM HEoOxoIm-
MEIE B JIOCTATOUHbIE yCIOBHSA A Xapaktepusanmu (¢, Fg)—(m, Fg)-u (f, Fp)-MaTpun. B Bacros-
meit pa6ore monydena xapaxrepmiammsa (v, Fy)-MaTpHil.
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