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Determination of Window Size for Analyzing DNA Sequences 

F um i o  Ta j ima  

National Institute of Genetics, Mishima, Shizuoka 411, Japan 

Summary.  D N A  sequences are generally not  ran- 
d o m  sequences. To  show such nonrandomness  vi- 
sually, D N A  sequence data are often plotted as mov-  
ing averages for a certain length o f  window slid along 
a sequence. Here  a simple algori thm is presented 
for determining the window size and for finding a 
n o n r a n d o m  region o f  sequence. 

Key words: D N A  sequence --  Sliding window --  
Moving  window --  N o n r a n d o m  sequence -- Sta- 
tistical test 

Introduction 

D N A  sequences are generally not  r andom sequenc- 
es; the G + C  content  may  not  be the same for all 
regions o f  a sequence (Bernardi et al. 1985; Ikemura  
1985), and there may  be conservat ive  and variable 
regions in it (e.g., see K imura  1983). Such nonran-  
domness  can be tested by using several statistical 
me thods  (yon N e u m a n  et al. 1941; Brownlee 1965; 
Karl in  and Altschul 1990). On the other  hand,  to 
show such nonrandomness  visually, data  are often 
plot ted as moving  averages for a certain length o f  
window slid along a sequence. For  example,  i f  the 
window size is 5, the first point  is the average over  
nucleotide sites 1-5, the second is that  o f  2-6,  the 
third is that  o f  3-7,  and so on. In this case, however,  
the window size is arbi t rary  and no me thod  is known 
for determining it (Karlin and Altschul 1990). Here  
a simple algori thm is presented for determining the 
window size and for finding a non random region o f  
sequence. This m e thod  can be applied to various 
studies in m a n y  fields. 

Results 

Algorithm 

Consider  a D N A  sequence with N nucleotides. I f  
the window size is L and i f  the window is m o v e d  
one by one, then there are N - L + I average points.  
I f  these points are independent ,  then we can test 
whether  or  not  each point  deviates f rom the average 
over  these points in a usual way, by  using, for ex- 
ample,  a b inomial  test. When L = 1, all points are 
independent ,  so that  an ordinary test can be used. 
In this case, i f  C is the confidence level ( - 1  - sig- 
nificance level) for  the entire sequence, then C lm is 
the confidence level for  each point.  To  simplify the 
algorithm, I suggest C lm be used as the confidence 
level even for L > 1, al though this causes the test 
to be conservat ive when the window size is large. 
The  two-tailed test for nonrandomness  can be con- 
ducted by using the binomial ,  normal ,  or Poisson 
distribution, depending on the data  and the accuracy 
that  is needed. 

To  determine  the window size, we first compute  
for each L how m an y  average points deviate  sig- 
nificantly f rom the average for the entire sequence 
by  using the above  algorithm. Then  a window size 
is chosen that  has the largest n u m b er  o f  significantly 
deviated points.  In the case where there are two or  
more  window sizes that  have  the same largest num-  
ber, the smallest window size among them is chosen. 
This  procedure  forces the smaller window size to be 
chosen, not ing also that  the expected n u m b e r  o f  
significantly devia ted points for the entire sequence 
is approximate ly  given by  (N - L)(1 - C t /N) i f  the 
sequence is made  by a r a n d o m  distr ibution o f  nu- 
cleotides. Because a large window size may  over look 
small regions that  deviate  f rom randomness ,  this 
tendency m ay  be preferable. When the sequence un- 
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Fig. 1. Computer simulation results, where a sequence with a 
length of 10 kb was generated by assuming that the sites in the 
first l-kb region and in the remaining 9-kb region take A (B) with 
probabilities of  0.1 (0.9) and 0.05 (0.95), respectively. The length 
of a unit is 0.1 kb, and the confidence level is 95%. a The window 
size is 1 unit or 0.1 kb. b The window size is 5 units or 0.5 kb. 
In this case the largest number of  significantly deviated points is 
obtained. 
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Fig. 2. Results of  computer simulations, where a sequence with 
a length of  10 kb was generated by assuming that the sites in the 
first 5-kb region and in the remaining 5-kb region take A (B) with 
probabilities of 0. l (0.9) and 0.05 (0.95), respectively. The length 
of  a unit is 0.1 kb, and the confidence level used is 95%. a The 
window size is l unit or 0.1 kb. b The window size is 25 units 
or 2.5 kb. In this case the largest number of  significantly deviated 
points is obtained. 

der consideration is long, it may be better to divide 
the sequence into a certain number of  units with 
equal size to simplify the computations. In this case, 
N and L become the total number of  units in the 
sequence and the window size in terms of the num- 
ber of  units, respectively. 

Computer Simulation 

To check the accuracy of  the algorithm, I conducted 
computer simulations. First, a sequence was gen- 
erated by assuming that each site takes either A or 
B with a certain probability. The sequence length is 
10 kb, and the sequence was divided into 100 units 
with lengths of 0.1 kb. The confidence level used is 
95%, so that the confidence level for each average 
point is 0.95 l/t~176 ~ 99.95%. In Fig. la, a sequence 
was generated by assuming that the site in the first 
1-kb region takes A with a probability of  0.1 and 
the site in the remaining 9-kb region takes A with 
a probability of 0.05. The largest number of  signif- 
icantly deviated points is obtained when L = 5 (Fig. 
l b). Namely, the averages over units 1-5 (the av- 
erage frequency of  A is 0.110), units 2-6 (0.102), 

units 3-7 (0.100), units 5-9 (0.096), units 6-10 
(0.098), and units 7-11 (0.096) significantly deviate 
from the average frequency of  A for the entire se- 
quence (0.056). From these results we conclude that 
the frequency of A is high in the region of  units 1- 
11 or in the first 1.1-kb region. 

For Fig. 2, the first 5-kb region utilizes A with a 
probability of 0.1 whereas the remaining 5-kb region 
uses A with a probability of 0.05. I set L = 1 (0.1 
kb) for Fig. 2a. Using a confidence level of  95%, the 
largest number of  significantly deviated points (52 
points) is obtained when L = 25 (2.5 kb), and the 
frequency of  A in the region of  units 1-51 is signif- 
icantly high and that of  units 50-100 is significantly 
low (Fig. 2b). Because units 50 and 51 are included 
in both regions, it might be better to exclude these 
units from both regions. Then we can conclude that 
the frequency of A is high in the first 4.9-kb region 
and low in the last 4.9-kb region. 

Computer simulation results are summarized in 
Fig. 3, where, in each set of parameters, the simu- 
lation was conducted 2)0 times, and the regions de- 
termined to be those for high and low frequencies 
of A are shown together with the average window 
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Fig. 3. a--d Results of  computer  simulations, where sequences 
with lengths of  10 kb were generated by assuming that each site 
takes A or B with a certain probability. Each sequence was di- 
vided into 100 units with a length of  0.1 kb. The probability of  
having A is given under each figure. Simulation was conducted 
20 times for each set of parameters. The confidence level used 
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is 95%. Shaded and open areas show the histograms for the 
regions that  are determined to be those for high and low fre- 
quencies of A by using the present method, respectively. The 
values on the right side of  each figure are the average window 
size + its standard error. 
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C o d o n  position 

Average frequencies of polymorphic sites in DNA se- 
quences for domains al, or2, and a3 of  the five alleles from the 
human HLA-A locus. The data shown in Fig. 6 of  Nei and Hughes 
(1991) were used. The length of a unit  is 3 bp or 1 codon and 
there are 822 bp or 274 codons. Using a confidence level of  95%, 
the window size is determined to be 25 codons, and codons 59-  
86 in domain a, are concluded to be highly polymorphic. 

sizes. These figures indicate that the results are sat- 
isfactory, although occasionally incorrect results are 
obtained. 

Numerical Example  

As a numerical example, I have applied the present 
method to the DNA sequences for domains a~, az, 
and a3 of  the five alleles from the human HLA-A 
locus (Nei and Hughes 1991). The result is shown 
in Fig. 4. Using a confidence level of  95%, the win- 
dow size is determined to be 25 codons, and codons 
59-86 in domain al are concluded to be highly poly- 
morphic. Among 28 codons in this region, 22 co- 
dons are the antigen recognition sites, where the rate 
ofnonsynonymous substitution is high (Hughes and 
Nei 1988, 1989). 

Discussion 

The present method for determining the window 
size and for finding nonrandom regions in the se- 
quence is quite simple, and the computations re- 
quired are straightforward, so that this method can 

be easily applied to various cases not only in biology 
but also in many fields of  science. The computer 
program is available on request. The statistical 
properties of  this method, however, remain to be 
solved. One way to study them is to use the boot- 
strap resampling method (Efron 1979; Efron and 
Gong 1983). In any case there might be room for 
improvement, and more extensive studies on this 
subject must be done. 
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