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Summary. Computer simulations o fa"sp in  glass" 
model for the origin of  biological information are 
discussed. Selection is found to occur among a wide 
diversity of possible species, and in addition com- 
petition, adaptation, and hysteresis are all exhibited. 
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Introduction 

Any attempt to understand the origin of life on Earth 
must address the problem of the origin of  features 
that are universally shared by all modern organisms, 
for example, the genetic code, protein synthesis, and 
primitive metabolic pathways such as glycolysis. 
There are several levels on which such questions 
may be asked. We would ultimately like to find a 
plausible series of chemical steps that would lead 
to, for example, a self-replicating genetic code. Such 
an ambitious program must address questions such 
as the original molecular representation of the code 
(nucleotides? amino acids? inorganic ions in clays?) 
and the origin o f  the modern,  t ightly closed 
DNA-~RNA--,enzyme-.DNA loop. Eigen (1971) 
has constructed a model in which proteins and RNA 
coevolve in a "hypercycle" that requires at the start 
highly developed "quasispecies" of  polypeptide and 
polynucleotide chains perhaps already containing a 
great deal of  biological information. 
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In this article, we shall be interested in the general 
question of how such information may originate. 
We would like to understand in principle how, given 
a collection of  related molecules (for example, gua- 
nine and cytosine) and random events, biologically 
useful information can spontaneously arise in the 
form of molecular sequences along macromolecular 
strings. We do not worry about the initial molecular 
representation of  such strings [for further discussion 
on this point, see Anderson (198 3) and Stein (1984)]. 
We ask how, given "letters of  the alphabet" that are 
available in an open system subject to an external 
energy flux, might the letters organize into "words"? 
What are the general principles involved in a tran- 
sition from little to much biological information? 

One of us (Anderson 1983) has constructed a 
simple mathematical model that attempts to de- 
scribe the essential features of such a transition, fea- 
tures that may be called "universal" in the sense 
that a large number of specific biochemical models 
leading to information growth would exhibit them, 
independently of chemical details. 

To understand the meaning of  this model, we 
must define what we mean by a transition to bio- 
logical information. Start with a soup of  monomers 
(call them A and B) that interact at random and 
gradually form long strings of  As and Bs. To deter- 
mine whether the evolving soup of polymer strings 
contains information, we use the simplest measure 
of information content due to Shannon. There are 
2 N possible strings of  length N; if  all are equally 
probable then the information content of the soup is 

I = log2(Wo/W0 (1) 

where W0 is the number of  possible outcomes (2 N 
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in our  case) and Wt is the number  o f  realized out- 
comes. Hence,  the key to high informat ion  content  
is the presence o f  both  diversi ty (or no  predeter-  
mined outcomes),  to maximize  Wo, and selection 
(only a few o f  m a ny  possible outcomes realized), to 
minimize  Wl (see Anderson  1983). We found earlier 
(Anderson and Stein 1983) that it is not  overly dif- 
ficult to find a model  that  exhibits ei ther diversi ty 
or  selection; the problem is finding one that  does 
both.  Such a search m ay  lead to the general principle 
that lies behind the "universal i ty  class" o f  transi- 
t ions to biological informat ion.  

An early model  o f  ours used " tempera tu re  cy- 
cling" to build up long strings f rom A and B mono-  
mers (for details, see Anderson and Stein 1983; also 
Blum 1962; Usher  1977; Kuhn  and Kuhn  1978). In 
that model,  longer strings served as templates  for 
building copies o f  themselves,  using base-pairing 
recognit ion and strong tempera ture  gradients as a 
driving force. However ,  we know that  nature mus t  
differentiate among strings, selecting some and dis- 
carding others. We cannot  specify ahead o f  t ime how 
this might  occur, but  we do have evidence that a 
large variety o f  strongly compet ing factors influence 
the birth, growth, and death rates o f  strings; in a 
general mathematical  model  we can account for these 
factors in a random,  statistical way [for a list o f  some 
o f  the chemical  and physical factors that  led us to 
this approach,  see Anderson (1983)]. In essence, the 
complex chemistry o f  any macromolecula r  species 
capable o f  storing informat ion  will, we believe, nec- 
essarily give rise to a string survival  probabil i ty  that  
can be mathemat ical ly  modeled  as long-range, ran- 
d o m  interactions between m o n o m e r s  on the chain. 
This in turn causes many  peaks and valleys in the 
string survival probabil i ty in the space o f  all poly- 
mers, giving an appearance reminiscent  o f  the en- 
ergy surface o f  a statist ical-mechanical system, 
namely the spin glass. 

A spin glass is a system of  spins Si localized at 
sites i that  interact via quenched (i.e., frozen), ran- 
dom interactions; the Hami l ton ian  is 

H = - ~ Ji~SiSj (2) 
i,j 

where the Jij are r andom variables that  can take on 
both  positive and negative values. A key proper ty  
o f  a spin glass is frustration, illustrated in Fig. 1. I f  
the product  o f  the J~j's a round  any closed loop is 
negative, not  all " b o n d s "  (i.e., J~j's) can be satisfied. 
Spin glasses are highly frustrated, and as a result 
possess a large number  o f  inequivalent  spin config- 
urations that  are metastable (i.e., lie at local min ima  
o f  the free energy). The  number  o f  such min ima  
diverges as e "N, a ~ 0.2, for a system o f  N spins (we 
assume each Si can take on only the values _+ 1). 

As a result, a spin glass has bo th  diversi ty (many 

+1 d l j=+d +1 

dlj =+d d~j=+J 

? J11=-d +1 

Fig. 1. Frustration in a spin glass on a two-dimensional square 
lattice. The spins sit on lattice points at the comers of the square 
shown. The lines connecting the spins (bonds) represent J~'s. 
Three are ferromagnetic (+J) and one antiferromagnetic (-J) in 
the picture shown. If we let the spin at the upper left point up 
(Si = + 1), then so will the next two spins (going around the square 
clockwise). However, we cannot specify whether the spin at lower 
left is up or down, since it is receiving conflicting signals from 
its two nearest neighbors. The square is "frustrated"--it has no 
unique ground state 

possible ground states) and stability (barriers pre- 
venting escape f rom a single state). Our  problem can 
then be mapped  onto  the following spin-glass prob-  
lem (Anderson 1983): Treat  an " A "  m o n o m e r  as 
an " 'up" spin (Si = + 1) and a " B "  m o n o m e r  as a 
" d o w n "  spin (Si = - 1 ) ,  and write the probabil i ty 
function for individual-chain (non)survival  as 

N 

DN(S (")) = ~ JijSiSj (3) 
i > j = l  

for a #oven po lymer  sequence a o f  length N. We 
stress that  the r an d o m  variables J~ do no t  corre- 
spond to specific chemical  parameters  o f  a certain 
chemical  species; rather,  they reflect what  we believe 
to be a universal requirement  o f  any chemical species 
capable o f  storing i n fo rma t ion - -name ly  that  its 
chemical  complexi ty  give rise to frustrated inter- 
actions among the monomers .  

The  "dea th  funct ion"  o f  Eq. (3) m ay  vary in value 
f rom - o o  to +oo as N- ,oo;  we now conver t  this to 
a rate, namely  the probabil i ty  per unit  cycle that  a 
given chain belonging to m o n o m e r  sequence S(") will 
survive or die. This rate, dN (~), will vary  f rom zero 
to one. Any  smooth,  mono ton ic  mapping f rom the 
line (DN (~)) to the unit  interval  ((IN (")) should preserve 
the essential qualities o f  the death funct ion and l e a v e  
our  model  within the same universali ty class. We 
therefore choose 

exp[DN ~) + /~(N)] 
dN ('~) = (4) 

1 + exp[DN (~) + /~(N)] 

where we introduce the function/~(N), which deter- 
mines the overall  death rates o f  all strings o f  length 
N in the soup. 

The present paper  reports  the results o f  computer  
simulations o f  the above model .  
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BLUM'S CYCLE 

Fig. 2. Temperature cycling for building up longer polymer chains, after Blum (1962) 

Method of Simulation 

We begin the simulation with a small number of  
dimers and trimers from which we choose one type 
acting as a template for repliciation. This "'soup" of 
small polymers contains equal numbers of each type 
of dimer and trimer to preclude any bias toward 
particular strings, which might later appear to have 
been "'selected." At the beginning of each cycle (or 
"generation"), a flux of both A and B monomers is 
added to provide raw materials for growth and rep- 
lication. The polymer chosen as template is com- 
pared with the remaining polymers one by one to 
determine if they are sufficiently complementary (i.e., 
for each A or B on the template string, a corre- 
sponding B or A should appear on the complement 
string) to form a double-stranded complex. With a 
probability dependent on the degree of  comple- 
mentarity, the two polymers stick together. Another 
possible complement is then selected from the soup 
and tested for complementarity with the part of the 
template that is not already matched with the first 
complement. This procedure continues until a cer- 
tain number of consecutive unsuccessful attempts 
have been made to find a complement, or until the 
template has been completely matched. The tem- 
plate plus complements complex is then set aside, 
and a new template is chosen at random from the 
remaining single-stranded polymers. This process is 
repeated until all the strings have been used or until 
a few templates in a row have not found any com- 
plements. The process corresponds to the renatur- 
ation shown in Fig. 2. 

To determine whether or not a string is sufficient- 
ly complementary to the template to form a double 
helix, the two strings are placed parallel to each 
other, shifted by a random amount. Each weak, 
complementary bond is assigned a probability p(A- 
A), p(A-B), or p(B-B) that describes the accuracy 
of recognition. For the probability that the two strings 
will match, we use the product of the probabilities 
for each weak bond. An error corresponds to a non- 
zero value ofp(A-A) and/or p(B-B). When the com- 
plementary strand hangs over the end of  the tem- 
plate, i.e., when some monomers in the complement 
are not matched with monomers in the template, a 
factor of  p(A-end) or p(B-end) is included for each 
unmatched monomer. Physically, this accounts 
crudely for the different behavior of the ends of  
polynucleotides, which can be bound to ions, pro- 
teins, etc. that can interfere with the binding of  com- 
plement to template. Practically, p(x-end) controls 
the lengthening rate of polymers; if p(x-end) is zero, 
the complementary copy cannot be longer than the 
template, and no growth can occur. To decide 
whether or not a complement will bond to a tem- 
plate, a computer-generated " random" number 
chosen from a uniform distribution between 0 and 
1 is compared with the total probability of  bonding; 
if  the random number is less than this probability, 
the polymers form a double-stranded complex. 

After the "renaturation" part of  the cycle each 
complex is examined for juxtaposed complements; 
these can then form strong covalent bonds to com- 
bine two short strings into a longer one. This process 
is governed by the probabilities p(A=A), p(A=B), 
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Fig. 3. The sharpness of  the cutoff between surviving species 
and nonsurviving ones depends on the magnitude of  J, which in 
some sense acts as an inverse temperature. The graph shown is 
the product of the density of  states with the survival probability 

and p(B=B). For example, in the complex 

complement A=A=A=B=B=A B=A-B=A A=B=A 
I I I I I I I I I I I I 

template B----B=B=A=B --A= B=A=B=A=B =A=B =A---B 

which contains an "error" at the third site of  the 
template, a covalent bond can form between the 
sixth and seventh monomers on the complement 
side. The complement of  length three cannot be 
joined to the others, since it is not adjacent to another 
complement. Note that for small "double-bonding" 
probabilities, more subreplicas of  the template are 
produced, while for large probabilities, a more com- 
plete complementary copy can be made. After the 
covalent bonds have formed, the weak bonds are 
broken (the "denaturation" part of  the cycle) and 
we are left with a new soup of  single-stranded poly- 
mers. 

The application of  the death function D~(S) oc- 
curs immediately after the denaturation step; DN(S) 
and the corresponding death probability are com- 
puted for each polymer as it is peeled off its tem- 
plate--complement complex. Again, a random num- 
ber between 0 and 1 is generated to determine the 
fate of  the polymer. The "death" of an RNA strand 
can be envisioned in many ways--decay into mono- 
mers; breakage; reproductive "death," in which the 
polymer is chemically altered to prohibit future 
pairing; or simply the removal of  the polymer from 
the soup, perhaps by adsorption onto a rock; etc. 
To prevent a proliferation of  polymers that would 
rapidly exceed the computer memory, we choose 
the latter, and discard all "dead" strings. Once all 
paired complexes have been denatured and checked 
for survival, the new soup of  single strands is used 
to repeat the cycle. 

The death probability is given by the Fermi-Di- 
rac-like law of  Eq. (4) but with DN (") normalized to 
a Gaussian distribution of  unit standard deviation: 

DN (-) 
DN ('~) 

J N / N ( N -  1)/2 

The reason for this is that the distribution of possible 
values of DN (~) for strings of length N is a Gaussian 
of width JV2q(N - 1)/2. The normalization em- 
ployed here removes the length dependence of the 
death rate. 

The death process is controlled by the two pa- 
rameters J and tz. The "chemical potential," tz, pre- 
scribes the value of the reduced death function (RDF) 
at which a polymer has a 50% chance of  survival. 
The coupling constant, J, behaves like an inverse 
temperature, and describes the severity of the death 
function. For large J (zero temperature) the cutoff 
at g is sharp, and all polymers S such that d(S) < ~z 
survive, whereas all others die. Reducing the cou- 
pling constant results in a more "forgiving" envi- 
ronment where a low value of the death function 
becomes less important for survival (Fig. 3). 

In all results reported below, we have maintained 
the complete dynamical symmetry between the two 
types of  monomers by choo~ng p(A-A)_, = p(B--B) 
and p(A=A) = p(B=B) [DN(S) = Dr~(-S) by con- 
struction (Anderson 1983), so death is symmetric]. 
If  one begins with an initial soup that also preserves 
this symmetry, one expects that two complementary 
strings S and - S  will be produced at an identical 
rate, so their concentrations should be equal. For 
computer simulations with complementary kinet- 
ics, i.e., with p(A-A) small and p(A-B) equal to 
unity, this is indeed the case, with S and - S  ap- 
pearing equally to well within +-V'--N, as expected 
for counting errors. Adding a death function with 
various/~ and J does not alter this equivalence. 

To reproduce itself, a string S must first make a 
complementary copy - S  to be used as a template 
for production of  more S. Under optimal conditions 
of  perfect recognition [p(A-A) = 0, p(A-B) = 1] and 
perfect polymerization [p(A=A) = p(A=B) = 1], this 
process can take two generations. Allowing "mu- 
tations" or errors will slow this process down, as 
will the possibility of producing S by linkin~ frag- 
ments made by other polymers. An excess of S over 

- S will result in the production of  more - S, tending 
to restore the equality of  the concentrations of the 
two polymers. There is a built-in resistance to break- 
ing the symmetry between S and -S .  

Having demonstrated that our computer simu- 
lation with complementary pairing (like that ob- 
served in nature) does preserve the equality of S and 
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-S ,  even for error rates [p(A-A) = p(B=B)] on the 
order of  10-15%, it is convenient to eliminate the 
intermediate step o f  producing a complementary 
copy to reproduce S. This is useful for two reasons: 
First, the growth rate is approximately doubled, and 
second, the data analysis is simplified by eliminating 



the need for S and - S  to be considered part of  the 
same "species," as defined below. Note that the re- 
storing force of complementary kinetics is now ab- 
sent, since S and - S  are no longer dependent on 
each other for reproduction. They behave as inde- 
pendent polymers, competing for the same raw ma- 
terials, and need not be present in the same quan- 
tifies. As will be seen below, their concentrations 
are in fact rarely comparable: One of  the two dom- 
inates if  either of them exists. For the intermediate 
case of  random reproduction (no recognition; any 
string can be a temp~te for any other) the concen- 
trations of S and - S  are completely random and 
fluctuate in time. 

In what follows, we shall always be considering 
self-replicating kinetics unless otherwise specified, 
concentrating on the competition between polymers 
that are not mirror images of each other. Our con- 
cern is the possibility of  selection of  prebiological 
information, so we choose the simplest member of  
the "universality class" of these models to study. 
Note that comparisons with complementary kinet- 
ics data have shown that self-replicating runs show 
the same properties as complementary runs with the 
replacement of  a pair (S, -S )  by (S)+ or (-S) .  Fur- 
thermore, the symmetry of  S and - S ,  which led us 
to our choice of DN(S), is still preserved. 

Even in the absence of  a death function, one can- 
not say a priori what results the above model will 
yield. A template will often replicate only fragments 
of itself; these fragments can in turn reproduce whol- 
ly or in part, can be joined together to recreate the 
original template, or might join in a different order 
with other polymers to form a string completely 
different from the original. There is a great deal of 
competition for small fragments, which have not 
yet "specialized" and can be used to replicate many 
different templates; longer strings are more restrict- 
ed in their choice of a template to bind to, but can 
also be used as templates themselves. 

Species and the Death Function 

The addition of a death function to our procedure 
provides the model with growth, differentiation, and 
stability. The cases we investigated most thoroughly 
correspond to # ~ -0 .7  to - 10.0 and various J, so 
that about 10-15% of all polymers survive (see shad- 
ed area in Fig. 3). Each run is dominated by a few 
species after approximately 100 generations. These 
dominant sequences differ from run to run under 
identical initial conditions, exhibiting the diversity 
needed for life. Furthermore, the sequences were 
stable and persisted (see below) for the length of  
most runs (~ 500-600 generations). If  we observe 
the relative concentration (mole fraction) of any in- 
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dividual sequence, however, in almost all cases it 
peaks and then decays, with the time of  occurrence 
of  the peak dependent on the length of  the sequence. 
As time progresses, the average sequence length of  
the population grows (see Fig. 4) and sequences are 
superseded by longer versions of  themselves. It is 
therefore natural to consider polymers with similar 
sequences and subsequences as part of  the same 
"species," as defined below. 

A species is constructed by choosing a generation 
and considering the sequences of  polymers of  av- 
erage length. The soup is then searched for all small- 
er strings ("ancestors") and large strings ("descen- 
dants") whose sequences match that of the respective 
average-length string wherever comparison is pos- 
sible. Small (length ~< 5) polymers are not included 
in the species, since these short polymers are ances- 
tors to many species and can be considered "un- 
differentiated" materials. In the presence of muta- 
tions, ancestors and descendants that differ only by 
one monomer from the prototype are included. In 
practice, there is very little overlap between species, 
because the death function prohibits many se- 
quences, thereby separating species in information 
space (which is quite large). The biological picture 
of a species is all those polymers that contribute to 
the propagation of  the prototype. Each "valley" of 
the death function corresponds to one species. 

The diversity required of  prebiotie systems is 
manifested in the selection of  a few species that 
dominate each run; which species is chosen varies 
from run to run. When two sequences of  the same 
length and death function are placed in direct com- 
petition by "seeding" the initial soup, one species 
rapidly dominates the other (Fig. 5). In these direct- 
competition simulations we have not yet observed 
the development of a "'symbiotic" relationship be- 
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tween the polymers, i.e., one in which they coexist, 
although this happens often when the initial con- 
ditions are not "seeded."  Under  seeded conditions, 
the survival of  a sequence depends strongly on the 
structure o f  that particular valley of  d(S) that  lies 
below ,-,/z. I f  the valley is broad, the seeded polymer 
will immediate ly  produce m a n y  ancestors, giving it 
an advantage over the narrower-valley sequence, 
which can produce only a few types of  ancestors. 
Without  seeding, longer ancestors are produced 
slowly, via the undifferentiated small polymers that 
are ancestors to all species. It is plausible that  the 
large concentration o f  small polymers is more fa- 
vorable to symbiosis. 

Lengthening of  a polymer sequence corresponds 
to the increasing "specificity" of  an organism--while 
there are more ancestors, it is more difficult to put 
them together in the correct way. It is possible that, 
on lengthening of  a given sequence, the new polymer 
produced will have "crawled out"  o f  the min imum;  
i.e., d(S) may then be greater than ~g .  The tendency 
toward increasing length [which can, o f  course, be 
tempered by lowering p(A=A), etc., and p(x--end)] 
pressures species into being able to increase in com- 
plexity and "develop"  to keep up with the others. 
Theoretically, one valley could branch into two 
species, each better adapted to some niche in the 
environment  [i.e., some valley of  d(S)]. Presumably 
this would require runs considerably longer than 
those we have made, which are l imited to mean  
lengths of  15-20 monomers.  Mutation rates of  ~< 15% 
do not  destroy the effects o f  competi t ion and the 
subsequent selection of  species. 

E v o l u t i o n  a n d  A d a p t a t i o n  

The previous section showed that  competi t ion for 
nutrients can lead to the coexistence o f  a few species. 
The representative sequence o f  each species steadily 
lengthens in t ime as the species searches for the 
optimal sequence for the given environmental  con- 
ditions (i.e., given Jij). This increase in complexity 
to make the best use of  the environment  is one 
prerequisite for evolution. A changing envi ronment  
requires a population that can adapt to new con- 
ditions. This variat ion o f  the envi ronment  was sim- 
ulated by allowing the a~ to vary in t ime (recall that  
J~j = Ja0). Two random s e t s  o'ij (1) and O'ij(2) w e r e  cho- 
sen, and aij(t) + [1 - a(t)]aij t2), where 

a(t )  = - (t - h ) / t ~  t~ < t < t~ + t .  
t ~ + t ~ < t  

Also, periodic a(t)s have been used, in which cr~i(t ) 
oscillates between ~j(~) and au (2~ every few hundred 
generations. 
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Fig. 5. A sample run showing the fates of different selected 
related species. The numbers in parentheses represent the lengths 
of the strands chosen 

One result o f  a t ime-varying aij is shown in Fig. 
6a with a muta t ion  rate (see below). As usual, initial 
growth under  o ~) leads to the selection o f  a few 
species (A-C). As the envi ronment  changes to a (2~, 
one o f  the species cannot  survive (A), since this 
m i n i m u m  of  d")(S) does not  correspond to a min- 
i m u m  ofd(2)(S). Another  species (B), present in trace 
amounts  before the change, does coincide with a 
m i n i m u m  of  d c2), and dominates  after tc + tv. The 
most  interesting example o f  true adaptation, how- 
ever, is species C, which suffers initially, but  then 
mutates  to align itself with a more favorable valley 
of  dC2)(S). This alteration o f  C can be observed by 
studying the individual sequences in detail. The mu- 
tation allows the species to "adapt . "  Note that 
"species" here means the same sequence to within 
o n e  e r r o r .  

Periodic environmental  changes also lead to in- 
teresting phenomena  (Fig. 6b). Beginning at gener- 
ation 200, a(t) alternated between a u) and a (z), chang- 
ing every 150 generations. Species 2 thrives on a o) 
but dies under  a (2). Polymer  1 grows modest ly on 
# o  and takes over on o ~2). When o ~:) condit ions are 
restored, species 2, which we know can dominate 
under  these conditions, is not  restored to its pre- 
vious concentration. Species 1, having been in the 
very favorable environment  a c2), can now grow in 
#~), in which it was not  overly successful in the 
previous cycle. Being suited to growth in a (') and 
a C2), it continues to grow in the periodic conditions. 
The sharpness o f  the transition f rom a o) to a ~2), mod- 
eled by t~, does not  qualitatively change this behav- 
ior, although a sharp transition (small tv) does cause 
a more severe depletion o f  the soup, which "prunes" 
the family trees of  the species and lets them grow 
anew. A small t~ allows all species to start off rela- 
tively even, while a large t~ favors those species that 
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Fig, 6a, b. a Adaptation. The environment (i.e., the J~'s) was 
changed during the course of 100 generations. In this time, species 
A, which had been doing well, died out; species B, which had 
been doing poorly, began to grow; and species C began to die 
out, but then "mutated" (i.e., a replication error was made), and 
the new species, which had found a new minimum of the death 
function, began to grow. b Changing environment. The dashed 
vertical lines at 200, 350, and 500 generations represent envi- 
ronmental changes; i.e., different J~'s. Polymer 1 responded to 
the first change and thrived. Polymer 2 could not adapt, and died 
off. For this run IJI = 2.0, m = -0.7, error rate = 0.025. Error 
bars include noise 

can be assembled  f rom the family  trees o f  o ther  
species that  are not  able to survive in o ~2). The  growth 
of  these species on o ~) provides  raw mater ia ls  to fuel 
new species when  the change comes.  

No t  only  do certain species adap t  to the new con- 
ditions, bu t  in some  sense the entire popula t ion  "re-  
m e m b e r s "  that  it c ame  f rom if(l) condit ions,  and  can 
therefore adap t  faster  when  the o ~) e n v i r o n m e n t  re- 
turns. Th is  is demons t r a t ed  in Fig. 7. The  ordinate  
is the average R D F  d(;)(S) for  the soup obta ined  
using ~ij o). In  the a (2) t ime  period,  one would  expect  
the totally independent  death  function d (z ) ( s )  to gov-  
ern the popula t ion ,  so that  d o) --, 0. This  is not  the 
case; the popula t ion  r e m e m b e r s  its past  envi ron-  
ment,  and  adapts  to it even  bet ter  when  it returns 
(compare  the s i tuat ion at  550 generat ions with tha t  
at 250). Changing initial condi t ions  have  in this case 
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Fig. 7. Hysteresis. As in Fig. 6b, the environment suddenly 
changes at 200, 350, and 500 generations. Here we plot the death 
function average (d)  with Ds = J~(')Si Sj. That the polymer "re- 
members" that it used to have J~ = j o) is shown by the fact that 
(d) does not fall to zero on resumption ofJ~ o) 

" shaken  u p "  the soup, so that  it lands in bet ter  
m i n i m a  than  had been previous ly  selected. 

This  "hysteres is ,"  or  dependence  on past  con-  
ditions, reminds  one o f  the h u m a n  a p p e n d i x - - s e -  
lection does not  always e l iminate  vestigial features. 
I t  is interesting to consider  these da ta  f rom the view- 
po in t  o f  Hopf ie ld ' s  m e m o r y  mode l  (Hopfield 1982). 
The  popula t ion  has been " t augh t "  to survive  in a o), 
and  when it learns to survive  in o ~2) it does  not  forget 
what  it had  learned before. Unl ike  in Hopf ie ld ' s  
model ,  the "genet ic"  m e m o r y  is not  s tored in the 
Jij- 

Conclusion 

We have  demons t r a t ed  that  the mode l  descr ibed 
above,  a self-replicating collection o f  polymers  whose 
value or viabi l i ty  in a given e n v i r o n m e n t  is de- 
scribed by  a chaotic,  f rustrated death  function,  can 
exhibit  the required proper t ies  o f  growth, differen- 
t iat ion (diversity), and  adapta t ion.  These proper t ies  
are relatively independent  o f  the pa rame te r s  o f  the 
m o d e l - - a  mu ta t i on  rate ~< 15%, a survival  rate o f  
-~10-20% (chosen by  # , J ) - - o v e r  a wide range o f  
lengthening conditions. These bounds  represent only 
the regions investigated, not  actual  limits. Fur ther-  
more ,  the absence o f  value does  not  lead to all o f  
these properties.  The  magni tude  o f  (d(s)) is directly 
related to value (in some  sense it is the average value 
o f  the system). Like an order  parameter ,  it describes 
the organizat ion o f  the sys tem but  not  which species 
are chosen; these are the arbi t rary  "phases"  o f  the 
order  parameter .  External  fluxes o f  large po lymers  
that  seed the soup act as the generalized forces in 
this p rob lem,  since they can influence the phase.  

Present  results indicate that  the above  mode l  is 
a reasonable  scenario for  the emergence o f  va luable  
in format ion  in a prebiological  context.  In  the mode l  
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we h a v e  fixed the  de f in i t i on  o f  va lue  by  choos ing  

the J0's i n  advance ,  or  a l lowing  t h e m  a s imple  t i m e  
v a r i a t i o n ,  i n  o rder  to e x a m i n e  m o r e  careful ly  the  
effects o f  a clearly de f ined  va lue  a n d  h o w  this  va lue  
can  cause a co l lec t ion  o f  p o l y m e r s  to o rde r  t h e m -  

selves. As  m e n t i o n e d  above ,  va lue  is d e t e r m i n e d  
on ly  wi th  respect  to a " t r igger  s y s t e m " - - i n  ou r  case 

the  nuc le ic  ac id  soup  itself, wh ich  can  be " t r iggered"  
to select a p o l y m e r  species.  A m o r e  c o m p l e x  a n d  
pe rhaps  m o r e  real is t ic  m o d e l  w o u l d  a l low the  soup  
i tse l f  to def ine  va lue ,  a n d  la ter  w o u l d  a c c o u n t  for 
the  in f luence  o f  po lypep t ides ,  wh ich  is n o t  r e q u i r e d  

for ou r  m o d e l  

Authors' Note 

After the above was completed, Dr. Lloyd Demetrius called our 
attention to the papers on de novo replication of RNA by Bie- 
bricher et at. (198 la, b). In these papers, the essential character- 
istics of our model seem to be embodied in an actual biochemical 
experiment, although the mechanism is different. We consider it 
remarkable verification of our results that in essence the nature 
of their resulting RNA polymers is essentially identical with the 
nature of ours. Specifically, the outcomes of repeated experiments 
are similar but not identical to each other and they show the 
same tendency for a few quasispecies to develop. Thus, in essence 
their experiments are a confirmation of our model's biological 
relevance and at the same time a beautiful model of the begin- 
nings of evolution. 
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